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ABSTRACT

In the presence of an inhomogeneous oscillatory electric field, charged particles experience a net force, averaged over the oscillatory
timescale, known as the ponderomotive force. We derive a one-dimensional Hamiltonian model which self-consistently couples the electro-
magnetic field to a plasma which experiences the ponderomotive force. We derive a family of structure preserving discretizations of the model
of varying order in space and time using conforming and broken finite element exterior calculus spectral element methods. In all variants of
our discretization framework, the method is found to conserve the Casimir invariants of the continuous model to machine precision and the
energy to the order of the splitting method used.

VC 2024 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (http://
creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0178935

I. INTRODUCTION

A well-known laser–plasma interaction model gives rise to a
nonlinear polarization of the electromagnetic medium. In the pres-
ence of an inhomogeneous oscillatory electric field, charged particles
experience a net force, averaged over the oscillatory timescale,
known as the ponderomotive force. Starting from the two-fluid
equations, we derive a Hamiltonian model in which the ponderomo-
tive force provides a current source for Maxwell’s equations. The
asymptotic assumptions under which this model is derived corre-
spond to what is frequently called the “linear regime” in laser plasma
interaction models.1 Our model is possibly the simplest self-
consistent model of the ponderomotive force and closely resembles
other fluid models of the ponderomotive force in the linear regime,2

although the model therein is stated in terms of the vector potential
whereas our model is stated in terms of the electromagnetic fields.
Our model is perhaps the first to elucidate the Hamiltonian structure
of the 1D linear regime and provides an alternative approach to its

derivation based on applying the asymptotics directly to the energy
functional and Poisson bracket rather than the equations of motion.
This self-consistent model of the ponderomotive force leads to a
nonlinear polarization of the electromagnetic medium; we adapted
ideas from a modeling framework for kinetic theories in nonlinear
media to build the model studied herein.3 We call our model the 1D
ponderomotive Maxwell system.

The simple Poisson bracket one finds for the 1D ponderomo-
tive Maxwell system makes this model straightforward to discretize
in a structure preserving manner: its Poisson bracket is a direct sum
of the Poisson brackets for Maxwell and acoustic wave equations, as
well as a coupling bracket. Each of these brackets is field-free, i.e., the
Poisson bivector is independent of the dynamical fields. Hence, anti-
symmetry is a sufficient condition for the Jacobi identity to be satis-
fied,4 and a structure preserving discretization is easily accomplished
using finite element exterior calculus (FEEC).5 In particular, as the
model studied in this paper is a nonlinear wave equation, we study
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the model using a variety of FEEC which is built from broken ele-
ments (i.e., the method uses discontinuous shape functions which
are local to each element).6–10 These are referred to variously as
CONGA (COnforming/Non-conforming GAlerkin) or broken-
FEEC methods. We consider both standard and broken-FEEC meth-
ods in our numerical studies. In general, self-consistent models of
the interaction of a plasma with the electromagnetic field come from
field-dependent Poisson brackets making structure preserving dis-
cretizations rare. For example, Hamiltonian structure preserving dis-
cretizations of the Vlasov–Maxwell system and 2D vorticity
dynamics rely on particle based discretizations: Hamiltonian struc-
ture preserving discretizations of the Vlasov–Maxwell system have
been derived based on a particle based representation of the distribu-
tion function,11,12 and the reduction of 2D vorticity to finite dimen-
sional Hamiltonian mechanics of point vorticies is classical.13 The
nonlinearities in the ponderomotive Maxwell model are all con-
tained in the Hamiltonian leaving the Poisson bracket extremely
simple. The amenability of this model to structure preserving discre-
tization points to a broad class of nonlinear-wave models likewise
admitting a similar numerical treatment.

This paper is organized as follows: In Sec. II, the 1D pondero-
motive Maxwell model is derived from the two-fluid Maxwell–Euler
system via a traditional order-by-order asymptotic approach. In Sec.
III, the Hamiltonian structure of the 1D ponderomotive Maxwell
system is derived by applying the same asymptotic considerations as
before to the Hamiltonian structure of the two-fluid Maxwell–Euler
system. In Sec. IV, a Hamiltonian structure preserving discretization
of the 1D ponderomotive Maxwell system is derived. Finally, in Sec.
V, the numerical results from simulating the 1D ponderomotive
Maxwell system using the algorithm derived in Sec. IV are pre-
sented. Appendix A elucidates the Hamiltonian structure of
Maxwell’s equations in nonlinear media. Appendix B provides the
details of the 1D FEEC spectral element method used in Sec. IV.
Appendix C provides a technical result used in the discretization
procedure.

II. DIRECT DERIVATION FROM THE TWO-FLUID
MAXWELL–EULER MODEL

In the presence of a inhomogeneous oscillatory electric field,
charged particles experience a net force, averaged over the oscillatory
timescale known as the ponderomotive force given by

Fp ¼ � q2

4mx2
0
rjEj2; (1)

where m and q are the particles’mass and charge, respectively, and x0

and E are the frequency and amplitude of the oscillatory field, respec-
tively. In an appropriate asymptotic regime, we shall find that the
envelope of the oscillatory electromagnetic fields evolve according to
the macroscopic Maxwell’s equations

@tD ¼ cr� B and @tB ¼ �cr� E; (2)

where D ¼ E þ P with some to be determined self-consistent polari-
zation. In this section, we elucidate the asymptotic derivation of such
a model which we call the ponderomotive Maxwell equation begin-
ning from a two-fluid model coupled to Maxwell’s equations and

then provide a self-consistent Hamiltonian formulation of the same
model.

The parent model from which we derive our asymptotic model,
which we call the ponderomotive Maxwell system, is the two-fluid
model. In Gaussian units, this model may be written as

@tE � cr� B ¼ �4pðqeneve þ qiniviÞ;
@tBþ cr� E ¼ 0;

@tva þ 1
2
rjvaj2 � va �r� va

¼ qa
ma

E þ 1
c
va � B

� �
þrpa

na
;

@tna þr � ðnavaÞ ¼ 0;

(3)

where a ¼ e; i, and the thermodynamic pressure, pa ¼ n2aðUaÞna , is
prescribed by an internal energy, UaðnaÞ, which depends only on den-
sity. As a matter of notation convention, ðUaÞna ¼ @Ua=@na. Using
the chain rule, one may show that

rpa
na
¼ r ðnaUaÞna

� �
: (4)

We assume qi ¼ �Zqe where qe is the charge of an electron. Such an
isothermal two-fluid model describes a plasma which has reached
local thermodynamic equilibrium and which possesses a single tem-
perature. We shall assume that all processes occur on a timescale
faster than that at which the temperature changes so that the
assumptions of this model are not violated. A more complete model
would include an entropy advection law and an entropy dependent
internal energy. While we retain a thermodynamic pressure for the
purpose of deriving the 1D ponderomotive Maxwell system in this
section And Sec. III, we will neglect it for simplicity in our discrete
model in Secs. IV and V.

A. The two-fluid system: Longitudinal/transverse split

The problem studied in this paper possesses a distinguished
direction, namely, the direction of laser propagation, which we call ẑ .
The plane transverse to the direction of laser propagation is denoted
with the symbol “?.” The system written in this longitudinal/trans-
verse split takes the following form:

@tE? � cẑ � @zB? � r?Bzð Þ ¼ �4p
X
a

qanava;?;

@tB? þ cẑ � @zE? � r?Ezð Þ ¼ 0;

@tEz � c curl?ðB?Þ ¼ �4p
X
a

qanava;z;

@tBz þ c curl?ðE?Þ ¼ 0;

(5)

for Maxwell’s equations,

@tna þr? � ðnava;?Þ þ @zðnava;zÞ ¼ 0 (6)

for the continuity equations, and
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@tva;? þ 1
2
r? jva;?j2 þ v2a;z þ ðnaUaðnaÞÞna
� �

¼ va;z r?va;z � @zva;? þ ẑ � qa
mac

B?
� �

þ ẑ � va;? curl?ðva;?Þ � qa
mac

Bz

� �
þ qa
ma

E?

@tva;z þ 1
2
@z jva;?j2 þ v2a;z þ ðnaUaðnaÞÞna
� �

� qa
ma

Ez

¼ �va;? � r?va;z � @zva;? þ ẑ � qa
mac

B?
� �

(7)

for the momentum equations, where we define

r?f ¼
@xf

@yf

0

0B@
1CA and curl?ðAÞ ¼ @xAy � @yAx: (8)

B. Laser–plasma interaction—1D linear regime

We consider here what is frequently called the linear regime1 in
laser-plasma literature. In this regime, we assume the transverse elec-
tromagnetic fields scale as E?;B? � �� 1, the longitudinal electro-
magnetic fields scale as Ez;Bz � �2, gradients are small in the
transverse direction r? � �2 while @z � Oð1Þ, and we expand the

fluid variables in powers of �: e.g., na ¼
P

k n
ðkÞ
a where nðkÞa � �k. We

further assume that all transverse fields are such that

A?ðx; tÞ ¼ A?0ðx; tÞ cos x0t þ k0zð Þ; (9)

where x0 � ��1 and @tA?0 � �.
We first consider the continuity and momentum equations order

by order. At leading order, Oð�0Þ, we find that the fluid variables
become decoupled from the electromagnetic fields as the electromag-
netic fields are asymptotically smaller and we find that

nð0Þa ¼ n0a; v
ð0Þ
a;? ¼ 0; and vð0Þa;z ¼ 0: (10)

At Oð�1Þ, we have

@tv
ð1Þ
a;? ¼

qa
ma

E?; vð1Þa;z ¼ 0; and nð1Þa ¼ 0: (11)

Hence, due to the oscillatory characteristic of the transverse electro-
magnetic fields, we find

v
ð1Þ
a;? ¼

qa
max0

E0 sin x0t þ k0zð Þ: (12)

The transverse momentum equation along with Faraday’s equation at
Oð�1Þ also tells us

ẑ � @zv
ð1Þ
a;? �

qa
mac

B? ¼ Oð�2Þ: (13)

Finally, at Oð�2Þ, we find that

@tv
ð2Þ
a;? ¼ 0;

@tv
ð2Þ
a;z þ 1

2
@z jvð1Þa;?j2 þ na UaðnaÞð Þna

� �� �
¼ qa

ma
Ez;

@tn
ð2Þ
a þ @zðnð0Þa vð2Þa;zÞ ¼ 0:

(14)

Because of the asymptotic ordering, Maxwell’s equations in the
transverse direction become

@tE0? cosðx0t þ k0zÞ � cẑ � @zB0? cosðx0t þ k0zÞ
¼ �4p

X
a

qan
ð0Þ
a v

ð1Þ
a;?

@tB0? þ cẑ � @zE0? ¼ 0:

(15)

We can see that we have simply obtained evolution equations for the
envelopes of the transverse fields. Additional simplification is needed
in order to address the current source in the transverse Amp�ere’s law;
however, this is deferred to later when the model is described as a
Hamiltonian system. What we will find is that the current source in
the transverse equation yields a nonlinear polarization of the medium.
To leading order, the longitudinal Maxwell equations become

@tEz ¼ �4p
X
a

qan
ð0Þ
a vð2Þa;z ;

@tBz ¼ 0:
(16)

Hence, the longitudinal field is electrostatic. The longitudinal and
transverse fields have decoupled (except through the current sources
in Amp�ere’s law).

While this direct asymptotic derivation reveals many of the char-
acteristics of the desired model, the full details of the reduced model
are more easily obtained through consideration of the Hamiltonian
formulation of the model. This approach ensures energy conservation
in the reduced model and better motivates the intricate manner in
which the plasma and the field couple in this asymptotic regime.

III. HAMILTONIAN FORMULATION OF THE 1D
PONDEROMOTIVE MAXWELL SYSTEM

As we saw in Sec. II, the model truncates at Oð�2Þ yielding a com-
plete set of equations. We now derive the Hamiltonian structure of
this model beginning from the two-fluid Maxwell–Euler equations,
which is known to be Hamiltonian.14

A. Deriving the Hamiltonian

In order to add special relativistic effects to the two-fluid
Maxwell–Euler model, only the kinetic energy needs to be modified

H pa;?; E?;B?; Ez;Bz; pa;z ; na
� 	
¼
X
a

ð
na maðca � 1Þc2 þ UaðnaÞ
� �

d3x

þ 1
8p

ð
jE?j2 þ E2

z þ jB?j2 þ B2
z

� �
d3x; (17)

where pa ¼ camava is the relativistic momentum, ðpa;?; pa;zÞ are its
transverse and longitudinal components, and the Lorentz factor is
defined as

ca ¼ 1þ jpa;?j
2 þ p2a;z
ðmacÞ2

 !1=2

: (18)

For the purpose of this paper, we need only weakly relativistic effects.
Assuming jpaj � mac, we obtain the lowest order relativistic correc-
tion to the classical Hamiltonian
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H pa;?;E?;B?; Ez;Bz; pa;z; na
� 	
¼
X
a

ð
na



UaðnaÞ þ 1

2ma

�
jpa;?j2 þ p2a;z

� 1
4m2

ac
2
jpa;?j4 þ 2jpa;?j2p2a;z þ p4z

� ���
d3x

þ 1
8p

ð
jE?j2 þ E2

z þ jB?j2 þ B2
z

� �
d3x: (19)

We will find that the inclusion of this leading order relativistic correc-
tion of the Hamiltonian results in the electromagnetic medium having
an intensity dependent index of refraction.

In order to obtain the Hamiltonian for the reduced model, we
make the following substitutions:

E? ¼ E0? cosðhÞ; B? ¼ B0? cosðhÞ; Bz ¼ Oð�3Þ;

pa;? ¼
qa
x0

E0 sin hð Þ þ Oð�3Þ; pz ¼ pð2Þz þ Oð�3Þ;

na ¼ nð0Þa þ nð2Þa þ Oð�3Þ;

(20)

where h ¼ x0t þ k0z. At leading order, the relativistic transverse
momentum equation is

@tpa;? ¼ qaE?; (21)

which implies the expression for pa;? in Eq. (20). Furthermore, by
assuming gradients in the transverse plane are small, we effectively
assume the fields are functions of the longitudinal coordinate and time
alone.

Retaining only up to Oð�4Þ and averaging over h, the kinetic
energy becomes

HKE ¼
X
a

ð
nð0Þa
2ma

p2a;z þ
q2an

ð0Þ
a

4max2
0

"

� 1þ nð2Þa
nð0Þa
� 3q2a
16c2m2

ax
2
0
jE0?j2

 !
jE0?j2

#
dz: (22)

We can see that the longitudinal momentum reduces to the purely
classical expression (so that we may let pa;z ¼ mava;z) and the trans-
verse momentum contributes a polarization to the transverse electro-
magnetic field. The longitudinal electromagnetic energy becomes

HEM;z ¼ 1
8p

ð
E2
zdz: (23)

The longitudinal magnetic energy is a lower order contribution.
Finally, the transverse electromagnetic energy becomes

HEM;? ¼ 1
16p

ð
jE0?j2 þ jB0?j2
� �

dz: (24)

In averaging over h in the transverse electromagnetic energy, we
have picked up an additional factor of 1/2. This seemingly spurious
factor of 1/2 in the energy cancels out with a compensating factor
which appears in the Poisson bracket. This is most easily seen by con-
sidering the phase space Lagrangian formulation of the Maxwell sub-
system. Explicitly, if E? ¼ E0? sinðhÞ and A? ¼ A0? sinðhÞ, where

A? is the vector potential for the transverse field and _h ¼ x0 ¼ const,
then we find that

1
2p

ð2p
0

ð
X
E? � _A?dzdh ¼ 1

2p

ð2p
0

ð
X
ðE0? � _A0? cos 2ðhÞ

� x0E0? � A0? sinðhÞ cosðhÞÞdzdh
¼ 1

2

ð
X
E0? � _A0?dz: (25)

Hence, the canonical symplectic form picks up a factor of 1/2. The
canonical Poisson bracket, being the inverse of the symplectic form, is
then multiplied by two.

It is awkward to perform this averaging directly in the Poisson
bracket. It would be interesting to study a more complex model with a
nonlinear WKB ansatz, which retains the dynamics of the phase vari-
able, but this is beyond the scope of this paper. Previous work has been
done in this vein starting from the phase-space Lagrangian formula-
tion in order to study acoustic waves.15

Hence, we find that the Hamiltonian for the 1D ponderomotive
Maxwell system is

H va;z;n
ð2Þ
a ;Ez;E0?;B0?

h i
¼ 1
2

X
a

ð
man

ð0Þ
a v2a;z þnð0Þa U aðnð2Þa Þ

� �
dzþ 1

8p

ð
E2
zdz

þ 1
16p

ð "
1þ 4pq2an

ð0Þ
a

max2
0

1þ nð2Þa
nð0Þa
� 3q2a
16c2m2

ax
2
0
jE0?j2

 ! !

�jE0?j2þjB0?j2
#
dz; (26)

where U a is the modified internal energy we obtain upon truncating
Ua to the appropriate asymptotic order.

B. Derivatives of the Hamiltonian

In order to conform to an existing Hamiltonian modeling para-
digm for nonlinear polarization of the electromagnetic field,3 we seek a
functional K such that

H ¼ K �
ð
E0? � dK

dE0?
dz þ 1

16p

ð
ðjE0?j2 þ jB0?j2Þdz; (27)

where dK=dE? is the functional derivative, a concept of fundamental
importance in Hamiltonian field theories.4 See Eq. (C1) for a definition
of the functional derivative. Small modifications must be made to the
Hamiltonian modeling framework for nonlinear polarization3 due to
the additional factor of 1/2 appearing in the electromagnetic energy
from the averaging procedure.

The functional K satisfying Eq. (27) is

K ¼ 1
2

X
a

ð "
man

ð0Þ
a ðvð2Þa;zÞ2 þ E2

z þ nð0Þa U aðnð2Þa Þ

� q2an
ð0Þ
a

4max2
0

1þ nð2Þa
nð0Þa
� q2a
16c2m2

ax
2
0
jE0?j2

 !
jE0?j2

#
dz: (28)

Hence, we define the displacement field via
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D0? ¼ E0? � 8p
dK
dE0?

¼ 1þ
X
a

4pq2an
ð0Þ
a

max2
0

1þ nð2Þa
nð0Þa
� q2a
8c2m2

ax
2
0
jE0?j2

 !" #
E0?:

(29)

We have defined D0? ¼ E0? � 8pdK=dE0? rather than the expected
expression D0? ¼ E0? � 4pdK=dE0? to compensate for the addi-
tional factor of 1/2 in the electromagnetic Hamiltonian. The additional
factor of 1/2 in the energy is canceled by a corresponding multiplica-
tive factor of 1/2 in the symplectic form. Since D0? is defined via a
Legendre transformation, see Appendix A, it likewise must be scaled
accordingly.

It will be convenient to perform a change of variables so that
D0? is the evolving quantity and not E0?. Consider the coordinate
change

U E0?;B0?; Ez; v
ð2Þ
a;z ; n

ð2Þ
a

h i
¼ ðD0?;B0?; Ez; v

ð2Þ
a;z ; n

ð2Þ
a Þ: (30)

Then

DU E0?;B0?; Ez ; v
ð2Þ
a;z ; n

ð2Þ
a

h i
¼

E 0 0 0
4pq2a
max2

0
ðE0?�Þ

I

I

I

I

0BBBBBBBBBBB@

1CCCCCCCCCCCA
;

(31)

where E ¼ I � 8p d2K
dE0?dE0?

and ðE0?�Þ means the operator which
applies the dot product of E0? to a given vector. The derivative of the
inverse transformation is then

DU�1 E0?;B0?;Ez;v
ð2Þ
a;z ;n

ð2Þ
a

h i
¼

E�1 0 0 0 � 4pq2a
max2

0
E�1ðE0?�Þ

I

I

I

I

0BBBBBBBBBBB@

1CCCCCCCCCCCA
:

(32)

Therefore, if we define

H D0?;B0?; Ez; v
ð2Þ
a;z ; n

ð2Þ
a

h i
¼ H E0?;B0?; Ez; v

ð2Þ
a;z ; n

ð2Þ
a

h i
; (33)

then (due to the self-adjointness of E)

dH

dnð2Þa
¼ dH

dnð2Þa
þ dE0?

dnð2Þa

 !�
dH
dE0?

¼ q2a
4max2

0
jE0?j2 þ ðnð0Þa U aðnð2Þa ÞÞnð2Þa þ

dE0?
dnð2Þa

 !�
E E0?
8p

¼ � q2a
4max2

0
jE0?j2 þ ðnð0Þa U aðnð2Þa ÞÞnð2Þa ; (34)

where the asterisks denote the L2 adjoint of an operator. Similarly, one
finds that

dH
dD0?

¼ dE0?
dD0?

� �� dH
dE0?

¼ E0?
8p

: (35)

The functional derivatives of the remaining variables do not change
due to the coordinate transformation. Hence, we find that

dH
dB0?

¼ B0?
8p

;
dH
dEz
¼ Ez

4p
; and

dH

dvð2Þa;z
¼ man

ð0Þ
a vð2Þa;z : (36)

These along with the Poisson bracket generate the flow for the 1D pon-
deromotive Maxwell system.

C. Deriving the Poisson bracket

The derivation of the Poisson bracket for the reduced model is
heuristic and lacks a complete justification. This is because it is awkward
to handle the inclusion of the WKB ansatz for the rapidly oscillating
fields directly in the Poisson bracket. Instead, one should consider the
WKB ansatz beginning from the phase-space Lagrangian for the two-
fluid Maxwell–Euler and then derive the Poisson bracket after perform-
ing the asymptotic reductions in the phase-space Lagrangian.15

The two-fluid Maxwell–Euler system was shown to be
Hamiltonian.14 The bracket given therein uses momentum coordi-
nates, Ma ¼ qava. One may change variables to formulate the model
in terms of velocity4 to obtain the Poisson bracket

fF;Gg ¼
X
a

"
1
ma

ð r� va

na
� dF
dva
� dG
dva

� �
d3x

� 1
ma

ð
dF
dva
� r dG

dna
� dG
dva
� r dF

dna

� �
d3x

þ qa
cm2

a

ð
B
na
� dF
dva
� dG
dva

� �
d3x

� 4pqa
ma

ð
dF
dD
� dG
dva
� dG
dD
� dF
dva

� �
d3x

#

þ 4pc
ð

dF
dD
� r � dG

dB
� dG
dD
� r � dF

dB

� �
d3x; (37)

where we have made a further alteration to the model so that
D ¼ E � 4pdK=dE. This notational change is made to better accom-
modate a self-consistent treatment of nonlinear polarization,3 which
arises in the reduced model. Because in this parent two-fluid model,
K ¼ K½na;va�, it follows that D ¼ E. In passing to the reduced model,
this will no longer be the case.

The Poisson bracket for the full longitudinal/transverse split
Maxwell–Euler systemmay be written as
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fF;Gg ¼
X
a

� 1
ma

ð
dF
dva;z

@z
dG
dna
� dG
dva;z

@z
dF
dna

� �
d3xþ

ð
dF

dva;?
� r? dG

dna
� dG
dva;?

� r? dF
dna

� �
d3x


 �

þ
X
a

1
ma

ðr?va;z � @zva;?
na

� dF
dva;z

dG
dv?;a

� dG
dva;z

dF
dv?;a

� �
d3xþ

ð
curl?ðva;?Þ

na

dF
dva;?

� ẑ � dG
dva;?

� �
d3x

" #

þ
X
a

qa
m2

ac

ð
ẑ � B?
na

� dF
dva;z

dG
dv?;a

� dG
dva;z

dF
dv?;a

� �
d3x�

ð
Bz

na

dF
dva;?

� ẑ � dG
dva;?

� �
d3x


 �

�
X
a

4pqa
ma

ð
dF
dDz

dG
dva;z

� dG
dDz

dF
dva;z

� �
d3xþ

ð
dF
dD?

� dG
dva;?

� dG
dD?

� dF
dva;?

� �
d3x


 �

þ 4pc
ð

dF
dD?

� r? dG
dBz
� dG
dD?

� r? dF
dBz
þ dF
dB?
� r? dG

dDz
� dG
dB?
� r? dF

dDz




�ẑ � dF
dD?

� @z
dG
dB?
� dG
dD?

� @z
dF
dB?

� ��
d3x: (38)

Using the asymptotic scaling assumptions and the results from Sec. II,
we find that, to leading order, all transverse gradients vanish, the
bracket generating the Lorentz force (the fifth line of the bracket) can-
cels with the vorticity bracket (the third and fourth lines of the
bracket), the longitudinal magnetic field vanishes, and the current in
the transverse plane vanishes (having been instead modeled as a non-
linear dielectric function rather than an independent field). Hence, we
obtain the following Poisson bracket for the evolution of the fields

ðD0?;B0?; Ez ; v
ð2Þ
a;z ; n

ð2Þ
a Þ:

fF;Gg ¼ �
X
a

1
ma

ð
dF

dvð2Þa;z
@z

dG

dnð2Þa
� dG

dvð2Þa;z
@z

dF

dnð2Þa

 !
dz

�
X
a

4pqa
ma

ð
dF
dEz

dG

dvð2Þa;z
� dG
dEz

dF

dvð2Þa;z

 !
dz

þ 8pc
ð
ẑ � dF

dD0?
� @z

dG
dB0?

� dG
dD0?

� @z
dF
dB0?

� �
dz:

(39)

As elucidated in Eq. (25), the averaging procedure causes the electro-
magnetic symplectic form to be halved. Hence, as the (canonical)
Poisson bracket is the inverse of the symplectic form, the electromag-
netic Poisson bracket is multiplied by two.

It is generally a delicate procedure to freely eliminate terms from
the Poisson bracket based on asymptotic arguments as the resulting
Poisson bracket may fail to satisfy the Jacobi identity. However, in this
case, there is no cause for concern since the resulting bracket is field-
free and anti-symmetric thus automatically satisfying the Jacobi
identity.4

D. 1D ponderomotive Maxwell equations of motion

Wemay now obtain the equations of motion for the 1D pondero-
motive Maxwell system via the usual means, i.e., for any observable F,
_F ¼ fF;Hg. We find that

_F ¼fF;Hg

¼�
X
a

1
ma

ð 
dF

dvð2Þa;z
@z � q2a

4max2
0
jE0?j2þðnð0Þa U aðnð2Þa ÞÞnð2Þa

 !

� man
ð0Þ
a vð2Þa;z

� �
@z

dF

dnð2Þa

!
dz

�
X
a

4pqa
ma

ð
dF
dEz

man
ð0Þ
a vð2Þa;z

� �
� Ez
4p

dF

dvð2Þa;z

 !
dz

þ c
ð
ẑ � dF

dD0?
�@zB0?�E0?�@z

dF
dB0?

� �
dz:

Hence, we find that

@tD0? � cẑ � @zB0? ¼ 0;

@tB0? þ cẑ � @zE0? ¼ 0;
@tEz þ 4pqan

ð0Þ
a vð2Þa;z ¼ 0 (40)

for Maxwell’s equations, and

ma@tv
ð2Þ
a;z � qaEz ¼ @z � q2ajE0?j2

4max2
0
þ ðnð0Þa U aðnð2Þa ÞÞnð2Þa

 !
@tn
ð2Þ
a þ nð0Þa @zv

ð2Þ
a;z ¼ 0

(41)

for the fluid equations.
If we align the x-axis with the electric field and the y-axis with the

magnetic field, we obtain

@tDx þ c@zBy ¼ 0;

@tBy þ c@zEx ¼ 0;
@tEz þ 4pqan

ð0Þ
a vð2Þa;z ¼ 0 (42)

for Maxwell’s equations and

ma@tv
ð2Þ
a;z � qaEz ¼ @z � q2a

4max2
0
E2
x þ ðnð0Þa U aðnð2Þa ÞÞnð2Þa

 !
@tn
ð2Þ
a þ nð0Þa @zv

ð2Þ
a;z ¼ 0

(43)

for the fluid equations. These evolution equations are completed by
the constitutive relation
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Dx ¼ 1þ
X
a

4pq2an
ð0Þ
a

max2
0

1þ nð2Þa
nð0Þa
� q2a
8c2m2

ax
2
0
E2
x

 !" #
Ex: (44)

The system of first-order equations given in Eqs. (42) and (43)
may be rewritten as the following system of second-order nonlinear
wave equations:

@2
t Dx ¼ c2@2

z Ex

and

@2
t n
ð2Þ
a þ

X
b

4pnð0Þa qaqb
ma

ðnð0Þb þ nð2Þb Þ

¼ 1
ma

@2
z

q2a
4max2

0
E2
x � ðnð0Þa U aðnð2Þa ÞÞnð2Þa

 !
; (45)

where we have used the fact that

@zEz ¼
X
b

4pqbðnð0Þb þ nð2Þb Þ; (46)

which is conserved as a Casimir invariant of the bracket.
Note, if we model only the electron dynamics, i.e., let nð2Þi ¼ 0

with a neutralizing background, nð0Þe ¼ Znð0Þi , we find

@2
t Dx ¼ c2@2

z Ex

and

@2
t n
ð2Þ
e þ 4pnð0Þe q2e

me
nð2Þe ¼

1
me

@2
z

q2e
4mex2

0
E2
x � ðnð0Þa U aðnð2Þe ÞÞnð2Þe

 !
;

(47)

where

Dx ¼ 1þ 4pq2en
ð0Þ
e

mex2
0

1þ nð2Þe
nð0Þe
� q2e
8c2m2

ex
2
0
E2
x

 !" #
Ex: (48)

This closely resembles previously studied models2 except that the
transverse electromagnetic field is described by a wave equation for the
electric field rather than one for the vector potential.

E. Dimensionless 1D ponderomotive Maxwell system

Suppose we consider the electron dynamics in which nð2Þi ¼ 0

and nð0Þe ¼ Znð0Þi neutralizes the background ion density. For nota-
tional simplicity, we denote the dynamical fields by ðEx;By; Ez ; vz; nÞ
since there is no longer possibility for confusion of the plasma species.
The background electron density is assumed constant and denoted n0.
Suppose we nondimensionalize the fields such that

vz ¼ cevz ; n ¼ n0en; By ¼ B0eBy;

Ex ¼ B0eEx; and Ez ¼ B0eEz :
(49)

Recall, the (electron) plasma and cyclotron frequencies are given by

xp ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4pn0q2e
me

s
; and xc ¼ qeB0

mec
: (50)

We nondimensionalize space and time via t ¼ x�1p
et and z ¼ c=xpez .

Dropping the tildes for notational convenience, the dimensionless
equations of motion may be written as

@tDx þ @zBy ¼ 0

@tBy þ @zEx ¼ 0
@tEz þ xp

xc
vz ¼ 0 (51)

for Maxwell’s equations, and

@tvz � xc

xp
Ez þ @z

x2
c

4x2
0
E2
x � ðU ðnÞÞn

 !
¼ 0

@tnþ @zvz ¼ 0

(52)

for the fluid equations where

Dx ¼ 1þ x2
p

x2
0

1þ n� x2
c

8x2
0
E2
x

 !" #
Ex: (53)

We have implicitly rescaled the internal energy so as to make it dimen-
sionless. There are three dimensionless parameters of interest in this
system: xp=xc; xp=x0, and xc=x0. As a nonlinear wave equation,
this system may be written as

@2
t Dx ¼ @2

z Ex

@2
t nþ n ¼ @2

z
x2

c

4x2
0
E2
x � ðU ðnÞÞn

 !
:

(54)

In this form, it is clear that this model is simply the Maxwell wave
equation (for a plane wave) nonlinearly coupled to an acoustic wave
equation.

The dimensionless formulation of the model in Eqs. (53) and
(54) as a second-order nonlinear wave equation shows that there are
only two independent parameters: ðxp=x0;xc=x0Þ. The magnitude
of the cyclotron frequency controls the strength of the ponderomotive
force (which is intuitive since the ponderomotive force arises from the
fast periodic cyclotron motion in the transverse plane), while the over-
all strength of the nonlinear index of refraction is controlled by the
plasma frequency. There is the additional effect of the relativistic cor-
rection whose strength is proportional to the product of the squares of
the two frequencies, but this term is smaller (assuming the dimension-
less parameters are small). Hence, for the most part, these two parame-
ters independently control the strength of the two nonlinear features
of the model.

This system may be written as a Hamiltonian system by letting

H ¼ 1
2

ð "x2
p

x2
c

v2z þ U ðnÞ� �þ E2
z þ

1
2

 
B2
y

þ 1þ x2
p

x2
0

1þ n� 3x2
c

16x2
0
E2
x

 ! !
E2
x

!#
dz: (55)

One can show that

dH
dvz
¼ x2

p

x2
c
vz;

dH
dn
¼ � x2

p

4x2
0
E2
x þ

x2
p

x2
c
ðU ðnÞÞn;

dH
dEz
¼ Ez ;

dH
dDx
¼ Ex

2
; and

dH
dBy
¼ By

2
:

(56)

The Poisson bracket is given by
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fF;Gg ¼ �x2
c

x2
p

ð
dF
dvz

@z
dG
dn
� dG
dvz

@z
dF
dn

� �
dz

� xc

xp

ð
dF
dEz

dG
dvz
� dG
dEz

dF
dvz

� �
dz

� 2
ð

dF
dDx

@z
dG
dBy
� dG
dDx

@z
dF
dBy

 !
dz: (57)

One can show that this bracket and Hamiltonian generate the desired
equations of motion. This Poisson bracket possesses several Casimir
invariants (assuming periodic or homogeneous boundary conditions).
Three are the consequence of the fact that the partial derivative of a
constant is zero

CDx ¼
ð
Dxdz; CBy ¼

ð
Bydz; and Cn ¼

ð
ndz: (58)

The final of these represents conservation of the total number of par-
ticles whereas the other two conservation laws arise from the symmet-
ric configuration of plane electromagnetic waves (analogous
conservation laws do not exist in the full 3D Maxwell’s equations).
Finally, we also see that

CEz ¼
ð
C @zEz þ

xp

xc
n

� �
dz 8C 2 C1 (59)

is a Casimir invariant. This invariant corresponds to conservation of
charge.

IV. A STRUCTURE PRESERVING DISCRETIZATION
OF THE 1D PONDEROMOTIVE MAXWELL SYSTEM

We use a finite element exterior calculus (FEEC) spectral element
method to discretize the 1D ponderomotive Maxwell system.
Moreover, we consider both conforming and broken FEEC methods
(broken FEEC methods are discontinuous Galerkin methods which
nonetheless preserve the conforming de Rham complex structure6–10).
Here, we will only provide the briefest possible exposition of notation
used in this section. See Appendix B for a more detailed explanation of
the spectral element FEEC method and the definitions of the notation
used herein.

Briefly, in 1D, the FEEC method models fields as expansions in
one of two different bases

/h ¼
XN0

j¼1
/jK0;jðzÞ and qh ¼

XN1

j¼1
qjK1;jðzÞ; (60)

where fK‘;jgN‘

j¼1 are the finite element basis functions and / and q are
the Galerkin coefficients (the degrees of freedom). The reason for using
two different bases of finite element expansions is that this allows us to
capture physically meaningful qualities of our fields by specializing the
bases used to represent them. The basis functions, fK‘;jgN‘

j¼1, provide
bases for the finite element spaces V0

h and V1
h which in turn approxi-

mate the infinite dimensional function spaces V0 :¼ H1K0ðXÞ and
V1 :¼ L2K1ðXÞ. The former space models fields which transform as
scalar 0-forms while the latter models fields which transform as scalar
1-forms (see Appendix B).

The interpolation operators I ‘ : C‘ ! V ‘
h are simply those oper-

ators which take a given vector of Galerkin coefficients and returns the
interpolated field: e.g., I 0/ ¼ /h. We also define degrees of freedom

operators r‘ : V‘ ! C‘ which simply take a field and return the
appropriate degrees of freedom associated with that field, e.g.,
r0ð/hÞ ¼ /.

Finally, without going too much into the technical details, there
are also dual spaces, ðV‘

hÞ�, dual interpolation, I�‘ , and dual degrees of
freedom operators, r�‘ , which are introduced to discretize the adjoint
of the derivative. We represent some variables as coming from these
dual spaces and thus have coefficients in spaces which we denote C�‘ .
Roughly speaking, r�‘ : ðV‘Þ� ! C�‘ are L2-projections. Any equation
which contains an adjoint derivative must be discretized by applying
such an L2-projection in order to integrate by parts and discretize the
adjoint derivative weakly.

The finite element mass matrices, M‘ : C‘ ! C�‘ , are defined
ðM‘Þij ¼ ðK‘;i;K‘;jÞL2ðXÞ. By Proposition 3 in Appendix B, a variable
on the dual complex is related to its primal complex counterpart by
the mass matrix

eA 2 C�‘ () A 2 C‘ and eA ¼M‘A: (61)

A. Direct projection of the equations of motion

In this section, we discretize the dimensionless 1D ponderomo-
tive Maxwell equations derived in Sec. III. For simplicity, we have
taken the internal energy to be UðnÞ ¼ 0 so that there is no thermody-
namic pressure. Before considering the Hamiltonian structure preserv-
ing discretization in detail, we first look at a discretization achieved via
a direct application of the degrees of freedom operators to the equa-
tions of motion.

The first step to discretize the model is to decide which variables
belong in which vector space. This is achieved by inspecting the equa-
tions and the Poisson bracket. We can see from the Poisson bracket
that: Dx and By are dual to each other, n and vz are dual to each other,
and Ez and vz are dual to each other. One option (there are others) is
to let ðEz ;By; nÞ be modeled on the primal sequence while (Dx, vz) are
on the dual sequence. We chose to model vz on the dual sequence so
that the derivative on the electric field squared might be weakened via
integration by parts. Hence,

Ez 2 V0; By; n 2 V1; and eDx;evz 2 V�0 ; (62)

where the tildes indicate that a variable is an element of the dual space.
We shall occasionally need to make use of representations of a same
field in both the primal and dual space. The presence or absence of a
tilde indicates which space is meant: e.g., By 2 V1 while eBy 2 ðV1Þ�.
The two representations are related through the L2 duality map. A sub-
script “h” denotes a field’s FEM representation: e.g., A 2 V‘

) Ah ¼ P‘A.
We may directly discretize the equations by applying the appro-

priate degrees of freedom operators to each equation

@tr
�
0ðeDxÞ þ d�0r

�
1ðeByÞ ¼ 0

@tr
1ðByÞ þ d0r

0ðExÞ ¼ 0

@tr
0ðEzÞ þ

xp

xc
r0ðvzÞ ¼ 0

)

@t eDx þ d�0 eBy ¼ 0;

@tBy þ d0Ex ¼ 0;

@tEz þ xp

xc
vz ¼ 0;

(63)

for Maxwell’s equations, and the fluid equations become
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@tr
�
0ðevzÞ � xc

xp
r�0ðeEzÞ þ x2

c

4x2
0
d�0r

�
1
eE2
x

� �
¼ 0

@tr
1ðnÞ þ d0r

1ðvzÞ ¼ 0

) @tevz � xc

xp

eEz þ x2
c

4x2
0
d�0eI ¼ 0

@tnþ d0vz ¼ 0;

(64)

where eI ¼ r�1ðE2
x;hÞ; Ex;h ¼ P0Ex , and the adjoint discrete exterior

derivative is defined d�0 ¼M�1
0 dT

0M1. The constitutive relation is
given by

ðeDxÞi ¼ r�0;i eDx;h

� �
¼ r�0;i 1þ x2

p

x2
0

1þ nh � x2
c

8x2
0
E2
x;h

 !" #
Ex;h

 !

¼ K0;i; 1þ x2
p

x2
0

1þ nh � x2
c

8x2
0
E2
x;h

 !" #
Ex;h

 !
L2ðXÞ

: (65)

We shall find that precisely the same semi-discrete equations are
obtained by directly discretizing the Hamiltonian structure. Hence,
this system of ODEs is Hamiltonian.

B. A Hamiltonian structure preserving discretization
of the 1D ponderomotive Maxwell system

In order to derive the spatially discrete Hamiltonian structure, we
simply make the ansatz

Ez;h 2 V0
h ; By;h; nh 2 V1

h ; and eDx;h;evz;h 2 V�0;h: (66)

We then restrict the Hamiltonian and Poisson bracket to act on func-
tionals of the form

F eDx;h; By;h;evz;h; Ez;h; nhh i
¼ F eDx;By; evz;Ez;n

h i
: (67)

To compute the discretized bracket, we use the functional chain rule,
the fact that ðr‘jV‘

h
Þ† ¼ I�‘ and ðr�‘ jðV‘

hÞ
� Þ† ¼ I ‘, where † denotes

the adjoint operator (see Appendix C), and
Ð
K‘;i
eK‘

jdz ¼ dij. We then
find that

fF;Gg ¼ F;G½ �

¼ �x2
c

x2
p

ð
ðr1Þ† @F

@n

� �
@zðr�0Þ†

@G

@evz

� � 

�ðr1Þ† @G

@n

� �
@zðr�0Þ†

@F

@evz

� �!
dz

� xc

xp

ð
ðr0Þ† @F

@Ez

� �
ðr�0Þ†

@G

@evz

� � 

�ðr0Þ† @G

@Ez

� �
ðr�0Þ†

@F

@evz

� �!
dz

� 2
ð
ðr1Þ†

�
@F

@By

�
@zðr�0Þ†

�
@G

@eDx

� 

�ðr1Þ†
�

@G

@By

�
@zðr�0Þ†

�
@F

@eDx

�!
dz; (68)

which in turn simplifies to become

F;G½ � ¼ �x2
c

x2
p

@F

@n

� �
i
ðd0Þij

@G

@evz

� �
j
� @G

@n

� �
i
ðd0Þij

@F

@evz

� �
j

" #

� xc

xp

@F

@Ez

� �
i

@G

@evz

� �
i
� @G

@Ez

� �
i

@F

@evz

� �
i

" #

� 2
@F

@By

 !
i

ðd0Þij
@G

@eDx

 !
j

� @G

@By

 !
i

ðd0Þij
@F

@eDx

 !
j

24 35:
(69)

Hence, simply by restricting the functional derivatives to act on fields
which are Galerkin expansions in the appropriate finite element
spaces, we obtain a Poisson bracket for the finite dimensional dynami-
cal system with the coefficients as the dynamical quantities. Because
the Poisson bivector is field independent and antisymmetric, this
bracket satisfies the Jacobi identity.4

The discrete Hamiltonian is likewise obtained by restricting the
Hamiltonian functional to act only on fields in the finite element space.
Let Ex;h 2 V0 and the other fields are as before

H Ex;By;evz;Ez;n
� 	
¼H Ex;h;By;h;evz;h;Ez;h;nh� 	
¼ 1
2

ð "x2
p

x2
c

ev2z;hþE2
z;h

þ 1
2

 
1þx2

p

x2
0

1þnh� 3x2
c

16x2
0
E2
x;h

 ! !
E2
x;hþB2

y;h

!#
dz

¼ 1
2

x2
p

x2
c

evT
z M

�1
0 evz þET

z M0Ez þ 1
2
eET

�ExþBT
y M1By

� �" #
;

(70)

where we have the Galerkin projection

ðeE�Þi ¼ K0;i; 1þ x2
p

x2
0

1þ nh � 3x2
c

16x2
0
E2
x;h

 !" #
Ex;h

 !
L2ðXÞ

: (71)

As in the continuous setting, we must define a constitutive relation:eDx ¼ eDxðEx;nÞ. This is accomplished through a direct Galerkin pro-
jection of the continuous constitutive relation

ðeDxÞi ¼ K0;i; 1þ x2
p

x2
0

1þ nh � x2
c

8x2
0
E2
x;h

 !" #
Ex;h

 !
L2ðXÞ

: (72)

Notice the difference between the coefficients on the cubic nonlinearity
in the definition of eE� and eDx . Recall, we reconstruct the finite ele-
ment fields from the coefficients via a Galerkin expansion

Ex;h ¼
X
i

ðExÞiK0;iðzÞ and nh ¼
X
i

niK1;iðzÞ: (73)

As in the continuous setting, the Hamiltonian and Poisson bracket are
defined in terms of different variables. Hence, we perform a change of
variables in order to define the Hamiltonian in terms of the correct
fields
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H eDx;By; evz;Ez;n
h i

¼ H Ex;By; evz;Ez;n
� 	

; (74)

where we use the implicit function theorem to find the coordinates
ðEx;By; evz;Ez;nÞ in terms of ðeDx;By; evz;Ez ;nÞ.

C. Derivatives of the discrete Hamiltonian

Just as in the continuous setting, we take derivatives of the
Hamiltonian using the chain rule. This directly mirrors the process in
the continuous setting. Define a functional K½Ex; evz;n� such that

H ¼ K� @K
@Ex

� �T

Ex þ 1
4

ET
xM0Ex þ BT

y M1By

� �
: (75)

Evidently, this is accomplished by letting

K ¼ 1
2

x2
p

x2
c

evT
z M

�1
0 evz þ ET

z M0Ez þN Ex;n½ �
" #

; (76)

where

N Ex;n½ � ¼ �x2
p

x2
0

ð
1þ nh � x2

c

16x2
0
E2
x;h

 !
E2
x;hdz: (77)

It then follows that:

eDx ¼M0Ex � @K

@Ex
(78)

corresponding with the expression in Eq. (72). Hence, the polarization
is characterized by this K functional. This will prove a convenient tool
in simplifying the chain rule calculation.

We begin by taking partial derivatives ofH,

@H

@evz
¼ x2

p

x2
c
M�1

0 evz ;
@H

@Ez
¼M0Ez; and

@H

@By
¼M1By

2
: (79)

If we define the following matrix:

E Ex;n½ � ¼M0 � @2K

@Ex@Ex
; (80)

then we may write

@H

@Ex
¼ E Ex;n½ �Ex: (81)

Finally, the derivative with respect to the density is

@H

@n

� �
i
¼ x2

p

4x2
0

K1;i; E
2
x;h

� �
L2ðXÞ

: (82)

We find that if we define the coordinate change

U Ex;By;Ez; evz ;n
� 	 ¼ ðeDx;By;Ez; evz;nÞ; (83)

then

DU Ex;By;Ez; evz;n
� 	ðdEx; dBy; dEz; devz ; dnÞ
¼ ðE Ex;n½ �dEx; dBy; dEz; devz;O Ex½ �dnÞ; (84)

where

ðO Ex½ �dnÞi ¼
x2

p

x2
0

X
j

ð
K0;iðzÞK1

j ðzÞEx;hðzÞdnjdz: (85)

Hence, we find that

DU�1 Ex;By;Ez; evz;n
� 	 ¼

E�1 0 0 0 �E�1O Ex½ �
I

I
I

I

0BBBBBBB@

1CCCCCCCA;

(86)

where I is the identity matrix.
We define H½eDx;By;Ez; evz;n� ¼ H½Ex;By;Ez; evz;n�. Due to

the self-adjointness of E, we find

@H

@n
¼ @H

@n
þ @Ex

@n

� �†
@H

@Ex

¼ x2
p

4x2
0

K1; E2
x;h

� �
L2ðXÞ
� 1
2
O† ex½ �Ex

¼ � x2
p

4x2
0

K1; E2
x;h

� �
L2ðXÞ

; (87)

since

ðO† Ex½ �ExÞi ¼
x2

p

x2
0

X
j

ð
K0

j ðzÞK1;iðzÞEx;hðzÞðExÞjdz

¼ x2
p

x2
0

K1;i; E
2
x;h

� �
L2ðXÞ

: (88)

Similarly, one finds that

dH

deDx

¼ @Ex

@eDx

 !†
@H

@Ex
¼ Ex

2
: (89)

The derivatives with respect to the remaining variables are unchanged
by the coordinate transformation

@H

@evz
¼ @H

@evz
¼ x2

p

x2
c
M�1

0 evz ;
@H

@Ez
¼ @H

@Ez
¼M0Ez;

and

@H

@By
¼ @H

@By
¼M1By

2
: (90)

These along with the spatially discrete Poisson bracket generate the
flow for the discrete 1D ponderomotive Maxwell system.

D. Spatially discrete equations of motion

The spatially discrete 1D ponderomotive Maxwell system may be
obtained via the usual means for a Hamiltonian system _F ¼ ½F;H�.
Doing so, we find the discrete equations of motion
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_By ¼ �d0Ex;

_eD x ¼ dT
0M1By;

_Ez ¼ �
xp

xc
M�1

0 evz;

and
_ev z ¼ � x2

c

4x2
0
dT
0
eI þ xc

xp
M0Ez ;

_n ¼ �d0M�1
0 evz ;

(91)

where eDx is given by Eq. (72) and

eI ¼ K1; E2
x;h

� �
L2ðXÞ

: (92)

Notice, this is identical to the system obtained via the direct application
of the appropriate degrees of freedom operators. It is possible to write
a discrete analog of the nonlinear wave equations

d2 eDx

dt2
¼ dT

0M1d0Ex and
d2n

dt2
þ n ¼ x2

c

4x2
0
d0M�1

0 dT
0
eI: (93)

What is gained from this discretization approach based on the
Hamiltonian and Poisson bracket is a clear motivation for the choice
of finite dimensional spaces used for each variable and elucidation of
the discrete Hamiltonian structure.

E. Discrete conservation laws

From the discrete Hamiltonian structure, we immediately know
the conserved energy of the system as well as several discrete conserva-
tion laws associated with Casimir invariants of the bracket.
Conservation of the Hamiltonian comes from the antisymmetry of the
Poisson bracket

_H ¼ H;H½ � ¼ 0: (94)

From Subsection 2 of Appendix B, we know that the discrete Casimir
invariants are given by

CDx ¼
ð eDx;hdz ¼ 1TM0Dx ¼ 1T eDx;

CBy ¼
ð
By;hdz ¼ 1TBy; and Cn ¼

ð
nhdz ¼ 1Tn;

(95)

where 1 ¼ ð1; 1;…; 1ÞT . Hence,
@CD

@eDx

¼ 1;
@CB

@By
¼ 1; and

@Cn

@n
¼ 1: (96)

From this, and the fact that 1 2 nullðd0Þ and 1 2 nullðdT
0 Þ, we

conclude that these are Casimir invariants of the discrete Poisson
bracket.

A discrete charge conservation law arises as another Casimir
invariant of the discrete bracket

d

dt
d0Ez �

xp

xc
n

� �
¼ 0: (97)

Hence, if we set d0Ez ¼ xp

xc
n as an initial condition, which is the dis-

crete dimensionless Gauss’s law, it remains conserved for all of time.
For the purpose of numerically studying the charge conservation law,
we define the scalar quantity

CEz ¼








@zEz;h � xp

xc
nh










L2

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d0Ez �

xp

xc
n

� �T

M1 d0Ez �
xp

xc
n

� �s
: (98)

F. Temporal discretization via Hamiltonian splitting

The Hamiltonian splits into two pieces giving us two exactly inte-
grable subsystems. Define

HE ¼ 1
2

ET
z M0Ez þ 1

2
eET

�Ex


 �
and

HBv ¼ 1
2

x2
p

x2
c

evT
z M

�1
0 evz þ 1

2
BT

y M1By

" #
: (99)

It is straightforward to show that these give rise to two subsystems

_By ¼ �d0Ex;

_eD x ¼ 0

_Ez ¼ 0;

and
_ev z ¼ � x2

c

4x2
0
dT
0
eI þ xc

xp
M0Ez;

_n ¼ 0

(100)

forHE and

_By ¼ 0;

_eD x ¼ dT
0M1By

_Ez ¼ �
xp

xc
M�1

0 evz;

and
_ev z ¼ 0;

_n ¼ �d0M�1
0 evz

(101)

for HBv. It is clear that these two systems are exactly integrable with
update rules given by

evzðt þ DtÞ ¼ evzðtÞ þ Dt � x2
c

4x2
0
dT
0
eIðtÞ þ xc

xp
M0EzðtÞ

 !
;

and

Byðt þ DtÞ ¼ ByðtÞ � Dtd0ExðtÞ (102)

for the HE subsystem, and

nðt þ DtÞ ¼ nðtÞ � Dtd0M�1
0 evzðtÞ;

Ezðt þ DtÞ ¼ EzðtÞ �
xp

xc
DtM�1

0 evzðtÞ;

and

eDxðt þ DtÞ ¼ eDxðtÞ þ DtdT
0M1ByðtÞ (103)

for the HBv subsystem. Note, each time we solve the HBv subsystem,
we must use the constitutive relation in Eq. (72) to solve for Ex and
perform the Galerkin projection in Eq. (92) to get eI before we can
advance the HE subsystem again.

In order to approximate the flow for the full system we use opera-
tor splitting methods.16 Strang splitting17 is a popular symmetric sec-
ond order method
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eDtf�;Hg ¼ eDtf�;HEgþDtf�;HBg

¼ eDt=2f�HEgeDtf�;HBgeDt=2f�HEg þ OðDt3Þ: (104)

This is a favorable approach at second order because only one nonlin-
ear solve is needed per time step (since the HBv flow is only computed
once per time step). There are also higher order splitting methods
which achieve a higher temporal order by having a larger number of
substeps for each time step.18 The derivation of symplectic integrators
based on splitting methods for exponential maps is a well-established
theory.19 We only consider second and sixth order symmetric splitting
methods.

The symplecticity of the algorithm is only guaranteed up to the
precision of the nonlinear solver. Hence, while in the idealized world
of infinite precision arithmetic this algorithm is a Poisson integrator,
in reality, the flow is only approximately so to the precision of the non-
linear solver. As the nonlinear system is a perturbation of a linear sym-
metric positive definite system by a nonlinear operator with a small
coefficient, it is sufficient to use Picard iteration with Anderson accel-
eration20 to solve for Ex at each time step.

G. Full algorithm to advance 1D ponderomotive
Maxwell system

In the following, we shall assume that we may treat the subrou-
tines associated with the FEEC method as a black box. Only five prin-
ciple routines are needed to accomplish each time step: (1) a routine to
perform the nonlinear solve for Ex (2) a routine to computeeI via an L2

projection, (3) a routine to advance the HE subsystem, (4) a routine to
advance the HBv subsystem, and (5) a routine which composes
together the partial flows to get the flow of the entire system to some
specified temporal order.

We assume the availability of some Gaussian quadrature scheme
to perform Gauss-Lobatto quadrature at a given number of quadrature
points: eg  gaussQuadratureðg;NQÞ. Moreover, for algorithmic
convenience, we consider an expanded state vector

stateVec :¼ ðeDx;Ex;eI;Ez;By; evz;nÞ: (105)

While Ex andeI are technically redundant information which might be
obtained from the other fields, it is more convenient to store this infor-
mation rather than recompute as needed. We also have a helper rou-
tine given in Algorithm 1 which simply projects a field onto a given
FEM basis.

We compute Ex via fixed point iteration. The initial guess for Ex

is its value at the previous time step. Assuming a sufficiently small
time step, the fixed point iteration converges relatively quickly. In
order to further speed up the fixed point iteration, we employed
Anderson acceleration, although this is not reflected in the basic algo-
rithm outlined in Algorithm 2. The algorithm to compute eI is fairly
trivial and given in Algorithm 3.

The remaining three routines are straightforward. We simply use
the update rules given in Eqs. (102) and (103) to define the two partial
flows given by HE and HBv, and then compose them together using
Strang splitting in Algorithm 6. In several tests, we also use higher

Algorithm 1. assemble‘ðf ; NQÞ.

ef  gaussQuadratureððK‘;i; f ÞL2 ;NQÞ � Quadrature with
NQ points
return ef

Algorithm 2. picardSolveE(stateVec; ATOL;RTOL;NQ).

Input: eDx;Ex;n

Output: Ex

fieldðx; Ex;nÞ :¼
x2

p

x2
0



1þ

X
i

niK1;iðxÞ

� x2
c

8x2
0




X
i

ðExÞiK0;iðxÞ



2�X

i

ðExÞiK0;iðxÞ

Dx  M�1
1
eDx

resðEx;PxÞ :¼ Ex � Px � Dx

do ePx  assemble1ðfieldðx; Ex;nÞ;NQÞ
Px  M�1

1
ePx

R resðEx;PxÞ
Ex  Ex � R

while (jRij < RTOLjDij þ ATOL; 8i)

Algorithm 3. computeIntensity(stateVec; NQ).

Input: Ex

Output:eI
fieldðx; ExÞ :¼




X
i

ðExÞiK0;iðxÞ



2

eI  assemble1ðfieldðx; ExÞ;NQÞ

Algorithm 4. updateBV(Dt; stateVec).

Input: stateVec
Output: evz ;By

evz  evz þ Dt � x2
c

4x2
0
dT
0
eI þ xc

xp
M0Ez

 !
By  By � Dtd0Ex

Algorithm 5. updateEN(Dt; stateVec; ATOL; RTOL;NQ).

Input: stateVec
Output: n;Ez; eDx

n n� Dtd0M�1
0 evz

Ez  Ez � xp

xc
DtM�1

0 evzeDx  eDx þ Dt dT
0M1By

picardSolveE(stateVec; ATOL;RTOL;NQ)
computeIntensity(stateVec; NQ)
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order splitting methods.18 We do not write down an algorithm for
these methods as the idea is analogous to Strang splitting, but with
more sub-steps. A single call of adv2ndOrd advances the system a
single time step. In order to ensure stability of the scheme, we require
Dt=Dx < 1 where Dx is the minimum Gauss-Lobatto grid-spacing
among all of the mapped elements. In practice, we let Dt=Dx ¼ 1=2.

V. NUMERICAL RESULTS FOR 1D PONDEROMOTIVE
MAXWELL SYSTEM

In this section, we examine the behavior of the algorithm derived
in Sec. IV. All quantities in these tests are dimensionless, see Sec. III E.
We take t 2 ð0; 15Þ, and let the spatial domain, X ¼ ð0; 40Þ, be peri-
odic. The domain is made long enough that any deflected waves prop-
agating in the reverse direction do not pollute the forward propagating
wave. All fields except the transverse electromagnetic fields are initially
zero. The transverse electromagnetic fields are Gaussian

E0ðzÞ ¼ B0ðzÞ ¼ exp �ðz � 4Þ2
� �

: (106)

In a vacuum, this wave would propagate unchanged with unit speed.
Hence, we will plot the solutions only on the domain z 2 ð0; 25Þ since
the forward propagating wave remains in this portion of the domain.

Let ni;k denote the mapped Gauss–Lobatto points in each element
and define

Dx ¼ min
i;k
jni;k � niþ1;kj: (107)

The CFL condition requires that uDt=Dx < Cmax where u is the maxi-
mum wave speed in our system and Cmax is the maximum Courant
parameter allowed by the scheme. It is difficult to determine u exactly,
but we make the following heuristic argument. In linear media, the
speed of light is c=

ffiffi
�
p

where � is the dielectric constant. Hence, assum-
ing our dielectric function remains greater than one, i.e.,

1þ n� x2
c

8x2
0
E2
x > 0; (108)

light waves travel slower than the speed of light in vacuum which, in
our dimensionless units, has value unity. One should not blindly
assume this inequality remains satisfied, but must consider whether
the initial conditions and parameters of the system justify this assump-
tion and whether it continues to remain satisfied through the whole
simulation. We found that the inequality was satisfied in all of our sim-
ulations as we choose relatively small physical parameters and the den-
sity perturbation and electric field remained small. Likewise,
determining Cmax exactly would require rigorous linear stability analy-
sis which is beyond the scope of this paper. We empirically observe
that the solution is stable when Dt ¼ Dx=2 for simulations in which
the nonlinearities of the system are relatively weak, and when Dt
¼ Dx=4 for simulations in which the nonlinearity plays a more

dominant role (the parameters associated with these two regimes will
be made definite subsequently). The temporal resolution is, therefore,
set by the spatial resolution of the method and also by the state of the
system and the parametric regime in a manner which requires further
investigation.

A. Numerical results

In order to understand the properties of the numerical solver, we
vary several physical and numerical parameters. Regarding the physi-
cal parameters, we consider a weakly nonlinear regime in which
ðxp=x0;xc=x0Þ ¼ ð1=5;�1=5Þ, and a strongly nonlinear regime in
which ðxp=x0;xc=x0Þ ¼ ð2=5;�9=10Þ. The two dimensionless
parameters independently control the strength of the two nonlinear
features of the model: xc=x0 controls the strength of the ponderomo-
tive force, and xp=x0 controls the strength of the nonlinear refractive
index. Recall, it is easiest to see the effects of these parameters by look-
ing at the nondimensional system formulated as a coupled system of
second-order wave equations in Eq. (54) and the nondimensional con-
stitutive relation (53).

In the weakly nonlinear case, we let the plasma and cyclotron fre-
quencies be the same while in the latter case, the cyclotron frequency is
double the plasma frequency. We do not perform an exhaustive
parameter sweep in this work to understand the physical effects of the
relative strength of these two parameters, but one should expect differ-
ent regimes in which the physics is dominated by a strong ponderomo-
tive force or a strong nonlinear refractive index. However, as both of
these phenomena lead to wave steepening, their effects may be qualita-
tively similar in this one-dimensional model.

Regarding numerical parameters, we consider both high and low
spatial and temporal order solutions for both conforming and broken
FEEC discretizations. Recall, from the construction of the spectral ele-
ment method in Appendix B, the polynomials interpolating the 0-
forms are one degree higher than those interpolating the 1-forms. For
the low order tests, we use a second order splitting method in time,
N¼ 3 (which yields cubic polynomials for the 0-forms and quadratic
for the 1-forms), and K¼ 200 cells. In the conforming FEEC case, the
0-forms have 600 degrees of freedom while in broken FEEC they have
800. In both cases, the 1-forms have 600 degrees of freedom. For the
high order tests, we use a sixth order splitting method in time, N¼ 6
(which yields sixth-order polynomials for the 0-forms and fifth-order
polynomials for the 1-forms), and K¼ 100 cells. In the conforming
FEEC case, the 0-forms have 600 degrees of freedom while in broken
FEEC they have 700. In both cases, the 1-forms have 600 degrees of
freedom. The time step is implicitly determined by the spatial resolu-
tion and was empirically found to require greater resolution in the
regimes where the nonlinearities of the system are more pronounced.
The low spatial order test cases used Dt 	 0:028 for the weakly non-
linear case, and Dt 	 0:014 for the strongly nonlinear case. The high
spatial order test cases used Dt 	 0:017 in the weakly nonlinear case,
and Dt 	 0:0085 in the strongly nonlinear case. In all cases, the non-
linear solver tolerance has been set to 10�13.

1. Weakly nonlinear regime

We first consider a weakly nonlinear regime in which
ðxp=x0;xc=x0Þ ¼ ð1=5;�1=5Þ. This choice of parameters is within

Algorithm 6. adv2ndOrd(Dt; stateVec; ATOL;RTOL;NQ).

Input: stateVec
Output: stateVec

updateBV(Dt=2; stateVec)
updateEN(Dt; stateVec; ATOL; RTOL;NQ)
updateBV(Dt=2; stateVec)
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the valid bounds for which the asymptotic assumptions in the deriva-
tion of the 1D ponderomotive Maxwell model hold.

Figure 1 summarizes the results of the numerical experiments in
this weakly nonlinear regime. The first column plots the error in the
energy and Casimir invariants as a function of time. One can see that
in each case, the Casimir invariants are conserved up to machine preci-
sion while the error in the energy does not grow and has magnitude
determined by the order of the splitting method. Symplectic integra-
tors do not exactly conserve the Hamiltonian of the continuous sys-
tem, but rather that of another system which is a perturbation of the
original system. The relationship between the true and perturbed sys-
tems may be determined with a technique known as backward error
analysis.19 As a result of this property of symplectic integrators, the
computed value of the Hamiltonian oscillates with finite amplitude
about the initial value of the energy (the amplitude of this oscillation
decreases as the order of the method increases). With second order
splitting, the error in the Hamiltonian is found to be �10�7. With
sixth order splitting, the Hamiltonian is conserved very near machine
precision likely because the amplitude of the oscillation is smaller than
machine precision.

The second column shows the solution at three consecutive times.
One can see that each solution qualitatively agrees in the behavior of
the system, but that the low-order broken-FEEC scheme exhibits spu-
rious oscillations. In general, it was found that the broken-FEEC
scheme required higher resolution to suppress these oscillations. The
solution behaves as one might anticipate. At t¼ 7.5 in the second col-
umn of Fig. 1, one can see that the transverse field has induced a pon-
deromotive force pointing in the longitudinal direction and that this
force induced a charge separation in the longitudinal direction which
in turn excited a longitudinal electrostatic field. Notice, in the first col-
umn of the same figures, this longitudinal field satisfies an exact charge
conservation law due to a Casimir invariant of the discrete system. The
longitudinal field is relatively low amplitude because of the weakness
of the nonlinearity in this system. Moreover, the transverse fields
remain largely undeformed because the nonlinear polarization is so
weak.

2. Strongly nonlinear regime

We now consider a strongly nonlinear regime in which
ðxp=x0;xc=x0Þ ¼ ð2=5;�9=10Þ. These parameters are somewhat
larger than the asymptotic derivation allows, however we include these
parameters in this numerical study because they more strongly activate
the nonlinearities in the model. This serves as a stiffer test for the
numerical method and allows us to examine its conservative properties
in a more interesting context.

Figure 2 summarizes the results of the numerical experiments in
this strongly nonlinear regime. Once again, the error in the conserva-
tion laws is in the first column while the computed solutions are
shown in the second column. One can see that in each case, all
Casimir invariants are conserved up to machine precision. The charge
conservation Casimir invariant CEz very slowly grows in magnitude,
possibly due to the round-off errors incurred by the nonlinear solver
in each step (which has been set to 10�13). Despite this slow drift, the
charge conservation error remains near machine precision through the
whole simulation. The Hamiltonian remains well conserved (the mag-
nitude of the error being determined by the order of the splitting
method) until a shock begins forming, discussed below, around t¼ 9

causing spurious oscillations. After this time, the error in the
Hamiltonian begins growing presumably because of increased round-
off error as the regularity of the solution breaks down.

In the strongly nonlinear regime, one can see that the transverse
wave steepens over time, see the second column of Fig. 2. This eventu-
ally leads to the formation of a shock which our scheme does not ade-
quately capture. This is because high order polynomial interpolation
exhibits Runge’s phenomenon when gradients become too large.
Hence, in this strongly nonlinear regime, a lower order method with a
larger number of cells yields better results, see Sec. VB. While the solu-
tion does exhibit spurious oscillations, it continues to conserve the
invariants of motion to high precision. This issue serves as a reminder
that conservative integrators, while beneficial in their ability to preserve
the invariants of motion, are not immune to the challenges and failures
of standard numerical methods. In addition to increasing grid resolu-
tion in regions where the gradient is large, for example by using an
adaptive mesh, there are various remedies one might try in order to
better resolve the shocks, i.e., shock capturing methods, but how such
techniques might be integrated into a structure preserving framework
is beyond the scope of this paper.

3. Sensitivity to tolerance of the nonlinear solver

Each time the field Dx is updated (in the HBv sub-step when one
calls updateEN), a new value of Ex must be computed using an itera-
tive nonlinear solver. With infinite precision arithmetic, the time
advance of the entire system would be a Poisson integrator exactly
conserving the Casimir invariants by keeping the solution on the
proper symplectic leaf and exactly conserving the symplectic two-form
on that leaf.19 However, the need to perform a nonlinear solve after
each HBv sub-step incurs an error which takes the solution off of the
symplectic leaf. Therefore, the algorithm is not truly a Poisson integra-
tor, but only approximately so. In this section, we examine the sensitiv-
ity of the conservation of the Casimir invariants to the specified
tolerance of the nonlinear solver.

In order to see the effects of the tolerance of the nonlinear solver
in isolation, we run high-resolution (N¼ 6, K¼ 80 cells, and 6th-order
splitting), conforming and broken FEEC tests in the strongly nonlinear
regime with the same parameters as before, but only up to t¼ 7.5 to
avoid pollution of the results from the known issue the solvers face
when a shock forms. In both the conforming and broken FEEC cases,
dt 	 0:021. In the conforming case, both the 0-forms and 1-forms
have about 480 DOFs while in the broken FEEC case, the 0-forms
have 560 DOFs (the 1-forms are the same in conforming and broken
FEEC). The results for the weakly nonlinear regime aremittedd
because conservation in the strongly nonlinear regime is a much stiffer
test. See Fig. 3 for the results. One can see that the Casimirs are con-
served up to machine precision regardless of the precision of the non-
linear solver. However, conservation of the Hamiltonian is dependent
on the tolerance of the nonlinear solver.

B. Hamiltonian finite difference/lowest order
conforming-FEEC scheme

As a point of comparison with the FEEC spectral element meth-
ods previously discussed, it is worth briefly considering how a similar
Hamiltonian finite difference scheme might be derived. We compare
the finite element approximation with a Hamiltonian structure
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FIG. 1. Weakly nonlinear regime: ðxp=x0;xc=x0Þ ¼ ð1=5;�1=5Þ. The left and right columns plot the conservation law errors and the solution, respectively. Section IV E
defines the discrete Casimir invariants. (a) and (b) are the conforming low and high order methods, respectively; (c) and (d) are the low and high order broken methods,
respectively.
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FIG. 2. Strongly nonlinear regime: ðxp=x0;xc=x0Þ ¼ ð2=5;�9=10Þ. The left and right columns plot the conservation law errors and the solution respectively. Section IV E
defines the discrete Casimir invariants. (a) and (b) The conforming low and high order methods, respectively; (c) and (d) are the low and high order broken methods,
respectively.
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preserving finite difference approximation because the obvious finite
difference scheme obtained from replacing all derivatives in Eqs. (51)–
(53) with first order finite difference stencils results in an unstable
approximation. We find that the Hamiltonian structure preserving
finite difference approximation is a special case of finite element
method in which one uses uniform grids and lowest order interpolat-
ing polynomials. Despite this, it is still instructive to show how the
method might be directly derived as a finite difference approximation.

Suppose the domain is subdivided into an equispaced grid
fzigNi¼1. The Hamiltonian is discretized via trapezoidal rule which, on
a periodic domain, is simply

HFD ¼ Dz
2

XN
i¼1

x2
p

x2
c
v2z;i þ E2

z;i

"

þ 1
2

1þ x2
p

x2
0

1þ ni � 3x2
c

16x2
0
E2
x;i

 ! !
E2
x;i þ B2

y;i

 !#
;

(109)

where, if A(z) is a continuous field, Ai ¼ AðziÞ. We define the relation-
ship between Dx and Ex by identifying values at the collocation points

Dx;i ¼ 1þ x2
p

x2
0

1þ ni � x2
c

8x2
0
Ex;ið Þ2

 !" #
Ex;i: (110)

Finally, taking derivatives of the Hamiltonian proceeds much as in the
case of the finite element method. Letting HðDx;By; vz ;n;EzÞ
¼ HðEx;By; vz ;n;EzÞ, we obtain

@HFD

@Dx;i
¼ DzEx;i

2
;

@HFD

@By;i
¼ DzBy;i

2
;

@HFD

@Ez;i
¼ DzEz;i;

@HFD

@vz;i
¼ Dz

x2
p

x2
c

vz;i;

and

@HFD

@ni
¼ �Dz x2

p

4x2
0
E2
x;i: (111)

Define dFD to be the circulant matrix with stencil

ðdFDÞij ¼
1; j ¼ iþ 1;

�1; j ¼ i;

0; else:

8><>: (112)

Notice, this derivative matrix is precisely that of the conforming spec-
tral element FEEC method.

Before discretizing the Poisson bracket, we must briefly explain
how functional derivatives discretize in this finite difference setting.
Letting ðdF=dAÞjz¼zi be the functional derivative evaluated at z¼ zi,
we have thatð

X

dF
dA

dAdz 	
X
i

dF
dA

� �
z¼zi

dAiDz ¼
X
i

@F

@Ai
dAi; (113)

where the integral is approximated with trapezoidal rule. Hence, we find

dF
dA

� �
z¼zi
¼ 1

Dz
@F

@Ai
: (114)

The discrete Poisson bracket is then obtained by again replacing
the integral with its trapezoidal rule approximation and the derivatives
by first order finite differences. One finds

F;G½ �FD ¼ �
x2

c

x2
p

XN
i;j¼1

@F

@ni
ðdFDÞij

@G

@vz;j
� @G

@ni
ðdFDÞij

@F

@vz;j

" #
1

Dz2

� xc

xp

XN
i¼1

@F

@Ez;i

@G

@vz;i
� @G

@Ez;i

@F

@vz;i


 �
1
Dz

� 2
XN
i;j¼1

@F

@By;i
ðdFDÞij

@G

@Dx;j
� @G

@By;i
ðdFDÞij

@F

@Dx;j

" #
1

Dz2
:

(115)

The scaling of the discrete Poisson bracket by Dz�2 comes from appro-
priately treatment of the discrete functional derivatives. However, this
scaling may also be understood via an appropriate interpretation of the
variables as living on the primal/dual de Rham complex. Scaling a vec-
tor by Dz2 may be interpreted as applying the diagonal matrix Dz2I.
The finite difference method in fact is identical to the spectral element
FEECmethod on a uniform grid using lowest order interpolating poly-
nomials. In that method, the mass matrix for the 1-forms is precisely

FIG. 3. Numerical test of the sensitivity of discrete conservation laws to nonlinear solver tolerance: conforming-FEEC on the left and broken-FEEC on the right. See Sec. IV E
for definition of the discrete Casimir invariants.
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Dz2I. As the bracket obtained with finite differences is similar to the
FEEC spectral element Poisson bracket, it possesses an analogous set
of Casimir invariants

CDx ¼ 1TDxDz; CBy ¼ 1TByDz; Cn ¼ 1TnDz;

and

CEz ¼






Dz�1dFDEz �

xp

xc
n







2
; (116)

which are the trapezoidal rule approximations of the integrals of the
continuous fields (note, jj � jj2 is the vector 2-norm).

Using the fact that _F ¼ ½F;HFD�FD, we obtain the equations of
motion

_Dx ¼ Dz�1dT
FDBy

_By ¼ �Dz�1dFDEx

_Ez ¼ �
xp

xc
vz

_vz ¼ xc

xp
Ez � Dz�1

x2
c

4x2
0
dT
FD E2

x

� �
_n ¼ �Dz�1dFDvz ;

(117)

which are completed with the constitutive relation for DxðEx;nÞ in
Eq. (110). Notice, this is precisely what is obtained from simply apply-
ing a finite difference approximation to the spatial derivatives in Eqs.
(51)–(53).

Hence, we found that the Hamiltonian structure preserving spa-
tial discretization using finite differences or lowest order finite ele-
ments is simply the finite difference method one might naively guess
without all of this extra theoretical machinery. However, in addition to
a deeper understanding of the dynamics of the discrete system and its
relationship to the continuous system, what is gained from this
Hamiltonian perspective is an appropriate operator splitting method
to approximate temporal flow. A simple finite difference approxima-
tion to the time derivatives yields an unstable method. However, the
Hamiltonian is separable and, when appropriately split, we obtain two
exactly integrable subsystems

_Dx ¼ Dz�1dT
FDBy;

_Ez ¼ �
xp

xc
vz;

_n ¼ �Dz�1dFDvz

and

_By ¼ �Dz�1dFDEx;

_vz ¼ xc

xp
Ez � Dz�1

x2
c

4x2
0
dT
FD E2

x

� �
;

8><>:
8>>><>>>:

(118)

which possess exact solutions

Dxðt þ DtÞ ¼ DxðtÞ þ Dt
Dz

dT
FDByðtÞ;

Ezðt þ DtÞ ¼ EzðtÞ � Dt
xp

xc
vzðtÞ;

nðt þ DtÞ ¼ nðtÞ � Dt
Dz

dFDvzðtÞ

8>>>>>><>>>>>>:
and

Byðt þ DtÞ ¼ ByðtÞ � Dt
Dz

dFDExðtÞ;

vzðt þ DtÞ ¼ vzðtÞ þ Dt
xc

xp
EzðtÞ;

� Dt
Dz

x2
c

4x2
0
dT
FD E2

xðtÞ
� �

:

8>>>>>>>><>>>>>>>>:
(119)

These may then be composed together as in Sec. IV F to obtain
approximations of the full flow.

We run a simulation of the 1D ponderomotive Maxwell system
in the strongly nonlinear regime with the same parameters as in Sec.
VA2. We use second order splitting and N¼ 600 as this is the same
number of degrees of freedom as was used in the previous spectral ele-
ment FEEC simulations. The time step is dt 	 0:033, see Fig. 4 for the
results of this simulation. One can see that a qualitatively similar solu-
tion is obtained, but it does not possess the spurious oscillations of the
previous simulations. This is because high order methods suffer from
Runge’s phenomenon when gradients are too large, and, in such situa-
tions, a larger number of cells is preferable to high order elements.

VI. CONCLUSION

The objectives of this paper are twofold: to derive a self-
consistent Hamiltonian model of the ponderomotive force and to
apply the general discretization procedure to study this model. The
simple structure of the 1D ponderomotive Maxwell bracket is due to
the fact that the model linearizes the fluid equations about a quiescent,
uniform density background. The bracket, thus, becomes extraordi-
narily simple with all of the nonlinearity in the model arising from the
complexity of the Hamiltonian. The asymptotic nature of the 1D pon-
deromotive Maxwell system causes it to miss certain physically signifi-
cant features of the true dynamics it approximates. Moreover, even in
parameter regimes where it is valid, the validity holds only on a limited
time horizon. A high resolution simulation of the physics of the full,
non-asymptotic system was previously studied.21 One can see that the
initial phase of the evolution of the 1D ponderomotive Maxwell system
captures some of the relevant features. The oscillatory transverse elec-
tromagnetic field induces charge separation in the longitudinal direc-
tion exciting a longitudinal electric field. Moreover, the transverse
Gaussian pulse becomes deformed as it propagates initially experienc-
ing pulse steepening. However, the subsequent pulse elongation as well
as the frequency modulation cannot be captured by our model as the
asymptotic model omits phase dynamics.

We also neglected the thermodynamic pressure in the simula-
tions. This is because this term would be Oðc2S=c2Þ, where cS is the
sound speed. In many cases, this term is asymptotically small, and its
effects would be negligible over the short time horizon where this
asymptotic regime remains valid. Including it would introduce sound
waves to the model. These acoustic waves were eliminated in the simu-
lations so that we could more clearly see the behavior of the nonlinear
wave induced by the ponderomotive force. To include sound waves in
the numerical method, one simply includes the appropriate pressure
term on the righthand side of the continuity equation time step in Eq.
(102) [or Eq. (119) for the finite difference implementation].

The numerical method is not without its own limitations. We
saw that the methods using high order interpolation in space under-
performed in the strongly nonlinear regime with respect to discretiza-
tions using an equivalent number of degrees of freedom with lower
order polynomial interpolation (which may be interpreted as a low
order finite difference method) because of Runge’s phenomenon.
Likewise, the broken-FEEC approximations typically required greater
resolution than the conforming-FEEC approximations in order to sup-
press spurious oscillations. Despite these current limitations, we have
reason to believe that the numerical techniques introduced in this
paper might provide a foundation for future powerful methods for
simulating electrodynamics in nonlinearly polarized media.
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In order to avoid spurious oscillations in regions of large gradient
while maintaining the efficiency of high order methods in smoother
regions, several approaches might be taken. First, one might investigate
adaptive mesh refinement in a structure preserving context. The prob-
lem of refinement in a structure preserving algorithm becomes that of
finding a suitable projection operator from one mesh to another which
does not significantly alter the Casimir invariants or the energy: i.e.,
each time the mesh is refined, the data are mapped to a new
Hamiltonian system of a different dimension. The performance of the
broken-FEEC method might be enhanced by investigating conforming
projections other than the simplest averaging procedure used in this
work. The FEEC approach is preferable to the finite differences
because (1) it more easily accommodates general boundary conditions,
(2) it more easily generalizes to higher dimensions and more complex
geometries, and (3) it scales to higher order discretizations. While this
flexibility comes at the cost of algorithmic complexity, it has greater
potential to yield a high performance nonlinear electrodynamics
solver. Furthermore, the broken-FEEC approach localizes the basis
functions to each element thus allowing for a scalable, parallel imple-
mentation. Particularly notable is that this localizes the nonlinear solve,
the largest bottleneck in each time step. As a final note, the approach
taken in this paper to discretize Maxwell’s equation in a nonlinearly
polarized medium (the ponderomotive Maxwell system is such a
model) might be adapted to apply to a broad class of models in nonlin-
ear optics. Subsequent papers will investigate this further application
of the results of this paper in detail.
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APPENDIX A: THE EMERGENCE OF MACROSCOPIC
FIELDS FROM THE LEGENDRE TRANSFORM IN THE
ELECTROMAGNETIC LAGRANGIAN

In this appendix, we briefly consider the reason for the particu-
lar form of the nonlinear constitutive relations in the Hamiltonian
formulation of electromagnetism. In Gaussian units, D and A are
canonically conjugate up to the constant scaling factor 4pc. We may
define the electromagnetic “kinetic energy” and “potential energy”
as

T ¼ c2

8p

ð
j _Aj2d3x and V ¼ 1

8p

ð
jr � Aj2d3x; (A1)

respectively. The Lagrangian is then given by

L ¼ T � V : (A2)

We then define the canonical momentum via a Legendre transform:
D=4pc ¼ dL=d _A, and the Hamiltonian is given by

H ¼ 1
4pc

ð
D � _Ad3x � L

¼ 1
4pc

ð
D � _Ad3x � 1

8p

ð
c2j _Aj2 � jr � Aj2
� �

d3x : (A3)

FIG. 4. Numerical tests for strongly nonlinear regime using the finite difference/lowest order FEM solver: ðxp=x0;xc=x0Þ ¼ ð1=2;�1Þ. See Eq. (116) for the definition of the
discrete Casimir invariants. The figures on the left and right are the errors in the conservation laws and a visualization of the solution, respectively.
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Letting E ¼ c�1 _A and B ¼ r� A, we find

H ¼
ð
D � Ed3x � 1

8p

ð
jEj2 � jBj2
� �

d3x; (A4)

which is the usual electromagnetic energy in a vacuum since D ¼ E
for this choice of T. Hence, we recover the vacuum Maxwell
equations.

We now generalize to nonlinear media in which the refractive
index is a perturbation from the identity. If we let

T ¼ c2

8p

ð
j _Aj2d3x � K; (A5)

where K is an arbitrary functional of the fields, we find

H ¼ 1
4pc

ð
D � _Ad3x þ K � 1

8p

ð
c2j _Aj2 � jr � Aj2
� �

d3x ; (A6)

where, since E ¼ c�1 _A,

D
4pc
¼ dL

d _A
¼ c2 _A

4p
� dK

d _A
¼ E

4pc
� 1

c
dK
dE

(A7)

and

H ¼ 1
4p

ð
D � Ed3x þ K � 1

8p

ð
jEj2 � jBj2
� �

d3x

¼ K � 4p
ð
dK
dE
� Ed3x þ 1

8p

ð
jEj2 þ jBj2
� �

d3x: (A8)

This explains the particular form of the electromagnetic energy in a
perturbed nonlinear medium.

We can see that the (scaled) canonical bracket is simply

fF;Gg ¼ 4pc
ð

dF
dD
� dG
dA
� dG
dD
� dF
dA

� �
d3x: (A9)

Hence, in the variables ðD;BÞ, the bracket is

fF;Gg ¼ 4pc
ð

dF
dD
� r � dG

dB
� dG
dD
� r � dF

dB

� �
d3x: (A10)

Assuming the Lagrangian is hyperregular, because the Legendre
transform which maps _A to D is involutive, we have that
dH=dD ¼ ð4pcÞ�1 _A ¼ ð4pÞ�1E. Finally, we simply define
H ¼ 4pdH=dB ¼ Bþ 4pdK=dB. We, therefore, recover the macro-
scopic Maxwell equations.

Hence, an asymptotic procedure which introduces changes to
the electromagnetic energy must likewise induce the appropriate
compensating polarization and magnetization prescribed by the for-
malism discussed herein. Moreover, even in linear media, ðD;AÞ are
the naturally canonically conjugate variables with D and E being
related to each other in the same manner in which the momentum
and velocity are related in classical mechanics. We further note that
this framework facilitates building theories of nonlinear electrody-
namics which are not perturbations of the linear theory.

APPENDIX B: 1D SPECTRAL ELEMENT FEEC METHOD

Here, we present a brief overview of the conforming/broken
FEEC method9,10 and urge the interested reader to consult the

numerical analysis literature for the full details. The FEEC method
we employ is a spectral element method which uses an interpolation/
histopolation approach.22

1. Construction of the FEM basis

In a FEEC method, different kinds of quantities are approxi-
mated with a different set of basis functions in order to better repre-
sent the physics at a discrete level. In one spatial dimension, there
are only scalar fields; however, we may distinguish between two dif-
ferent varieties of scalars transformation rules. Suppose F : X̂ ! X
is a diffeomorphism. A 0-form transforms as

/ðzÞ ¼ /ðFðẑÞÞ ¼ /̂ðẑÞ; (B1)

where /̂ ¼ / � F. Alternatively, a 1-form transforms as

qðzÞdz ¼ q̂ðẑÞdẑ ) q̂ðẑÞ ¼ F0ðẑÞqðFðẑÞÞ: (B2)

The vector space of 0-forms is defined as

V0 :¼ H1K0ðXÞ :¼ f/ 2 L2K0ðXÞ : @z/dz 2 L2K1ðXÞg: (B3)

This is the space of square integrable functions with square integra-
ble derivatives which transform like differential 0-forms. The vector
space V1 :¼ L2K1ðXÞ is the space of square integrable functions
which transform as 1-forms. These spaces are the usual spaces H1

and L2 studied in functional analysis augmented with the transfor-
mation rules of 0-forms and 1-forms.

As alluded to before, the finite element spaces which approxi-
mate V0 and V1 use different basis functions for reasons we will dis-
cuss subsequently. We denote the finite element spaces by V0

h and
V1
h the basis functions (also called shape functions) are denoted
fK0;jgN0

j¼1 and fK1;jgN1
j¼1. Hence, if /h 2 V0

h and qh 2 V1
h , we have

/hðzÞ ¼
XN0

j¼1
/jK0;j and qhðzÞ ¼

XN1

j¼1
qjK1;j; (B4)

where / 2 C0 and q 2 C1 are the Galerkin coefficients in the finite
element expansions and C0 
 RN0 and C1 
 RN1 are the vector
spaces of Galerkin coefficients. We shall uniformly use upright/
sans-serif notation to denote the coefficient variables.

The interpolation operators are simply the operators which
take a vector of Galerkin coefficients and return the interpolated
field in the finite element space

/h ¼ I 0/ ¼
XN0

j¼1
/jKj;0ðzÞ and qh ¼ I 1q ¼

XN1

j¼1
qjKj;1ðzÞ:

(B5)

We define the degrees of freedom operators r0 : V0 ! C0 and r1 :
V1 ! C1 such that

r0i ðK0;jÞ ¼ dij and r1i ðK1;jÞ ¼ dij: (B6)

Hence, applying the degrees of freedom operator to a field returns
the degrees of freedom, the Galerkin coefficients, of that field in the
appropriate finite element space, e.g., r1ðqhÞ ¼ q. Finally, we define
the projection operators P0 : V0 ! V0

h and P1 : V1 ! V1
h to be

the composition of the degrees of freedom and interpolation
operators
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P0/ ¼
XN0

j¼1
r0j ð/ÞKj;0ðzÞ and P1q ¼

XN1

j¼1
r1j ðqÞKj;1ðzÞ: (B7)

We may concisely summarize the spaces and operators
making up our 1D FEEC method by the following commuting
diagram:

. (19)

We define d0 below in definition 3. Commutativity of the dia-
gram means

d0r
0 ¼ r1@z ; @zI 0 ¼ I 1d0; and @z;hP

0 ¼ P1@z: (B9)

The reason why we utilize this FEEC approach is to ensure the con-
sistent treatment of derivatives in our discretized models

/h 2 V0
h)@z/h 2 V1

h (B10)

and

r0ð/hÞ ¼ / 2 C0 ) r1ð@z/hÞ ¼ d0/ 2 C1: (B11)

The framework just described gives us these desirable properties.
The remainder of this section provides a brief overview of the defi-
nition of the finite element de Rham complex in one spatial
dimension.

To begin, let X ¼ ½0; L� be the physical domain. We divide this
into K cells which we denote fXkgKk¼1 such that [k Xk ¼ X. We first
describe the construction on the reference element X̂ :¼ ½�1; 1�
which is then mapped to each Xk by a diffeomorphism
Fk : X̂ ! Xk. We shall denote all operators defined on the reference
element with a hat to distinguish these from their mapped
counterparts.

The finite element shape functions used to interpolate the 0-
forms are simply Lagrange interpolating polynomials with the
Gauss-Lobatto quadrature points as nodes.

Definition 1. We denote the Gauss-Lobatto points in ½�1; 1� by
fnigNi¼0 and we denote the Lagrange interpolating polynomials over
this grid by K̂0;i. We let there be Nþ 1 quadrature points so that the
order of the interpolating polynomials be N. The 0-form degrees of
freedom operators are defined to be

r̂0;iðv̂Þ ¼ v̂ðniÞ ) r̂0;iðK̂0;jÞ ¼ dij (B12)

and 0-form interpolation is simply Î 0
v ¼Pi viK̂0;i.

Definition 2. The degrees of freedom for the 1-forms are cell-
wise integrals

r̂1;iðvÞ ¼
ðniþ1
ni

vðnÞdn for i ¼ 0; 2;…;N � 1: (B13)

The 1-form interpolating polynomials are

K̂1;iðnÞ ¼ �
Xi
k¼0

K̂0;k
0ðnÞ ¼

XN
k¼iþ1

K̂0;k
0ðnÞ

¼ 1
2

XN
k¼iþ1

K̂0;k
0ðnÞ �

Xi
k¼0

K̂0;k
0ðnÞ

" #
;

(B14)

where the equality of these three expressions follows from the fact
that

XN
i¼0

K̂0;iðnÞ ¼ 1)
XN
i¼0

K̂0;i
0ðnÞ ¼ 0 (B15)

since the Lagrange interpolating polynomials form a partition of unity.
The 1-form basis functions were selected such that the follow-

ing is true:

r̂1;iðK̂1;jÞ ¼
ðniþ1
ni

K̂1;jðnÞdn

¼
XN
k¼jþ1
½diþ1;k � di;k�

¼ di;j þ
XN�1
k¼jþ1

di;k � di;kð Þ � di;N

¼ di;j � di;N ; (B16)

where we made use of the identity diþc;kþc ¼ di;k 8ði; k; cÞ 2 Z3. On
a grid with N elements, we have that i ¼ 0;…;N � 1, and therefore,
di;N ¼ 0 always. This yields the final result

r̂1;iðK̂1;jÞ ¼ di;j: (B17)

Definition 3. We define the discrete exterior derivative matrix to
be

ðd0Þij ¼ r̂1;ið@nK̂0;jðnÞÞ: (B18)

One may show that

r̂1;ið@nvÞ ¼
ðniþ1
ni

@nvdn ¼ vðniþ1Þ � vðniÞ ¼ ðd0Þijr̂0;jðvÞ: (B19)

Hence, we find that the derivative matrix is simply the adjacency
matrix of the grid

d0 : Ĉ0 ! Ĉ1 such that ðd0Þij ¼
1; j ¼ iþ 1
�1; j ¼ i
0; else:

8<: (B20)

It is further possible to show @n;hP̂
0 ¼ P̂

1
@n, which establishes the

commutativity of the diagram.
This defines all of the discrete operators on the reference ele-

ment. We then define maps to each element in the physical domain,
Fk : X̂ ! Xk, and pullback all quantities to the reference element in
order to perform all computation. The manner by which 0-forms
and 1-forms transform differ.

Definition 4.We define the push-forward operators
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F 0
k : û 7!u :¼ û � F�1k

and

F 1
k : û 7!u :¼ 1

@n̂Fkðn̂Þ
û � F�1k : (B21)

We see that 0-forms transform like scalars while 1-forms transform
like densities.

Proposition 1. The derivative commutes with the push-forward

@xF 0
kû ¼ F 1

k@nû 8û ¼ ûðn̂Þ: (B22)

Proof: This is simply the chain rule. �

Definition 5. The local mapped finite element spaces are sim-
ply V ‘

h;k ¼ F ‘
kV̂

‘

h. We define the global finite element space by

V ‘
h ¼

X
k

V‘
h;k; (B23)

where we have extended functions outside of their local elements by
zero. We then define the global degrees of freedom and global inter-
polation operators on the mapped domain by

r‘;i;kðuÞ :¼ r̂‘;iððF ‘
kÞ�1uÞ and K‘;i;k ¼ F ‘

kK̂‘;i: (B24)

That the commuting diagram property is satisfied on the mapped
domain follows from simple algebraic manipulation. When comput-
ing the degrees of freedom or inner products with the shape func-
tions, one first pulls back to the reference element.

Finally, in this 1D context, the distinction between conform-
ing- and broken-FEEC methods is especially simple. Neighboring
mapped elements will have their endpoints overlapping. That is, if
we have F1 : ½�1; 1� ! ½0; 1=2� and F2 : ½�1; 1� ! ½1=2; 1� map to
two distinct elements, F1ð1Þ ¼ F2ð�1Þ ¼ 1=2. In a conforming
FEEC method, we collapse the two overlapping endpoints into one
single degree of freedom. In broken-FEEC, we keep these degrees of
freedom distinct to allow for discontinuity across element bound-
aries. We then define a conforming projection operator which maps
from the discontinuous space into the continuous space in order to
perform derivatives. A simple choice is to average the degrees of
freedom on the element boundaries. From the point of view of one
using a broken-FEEC method, the primary difference then is that
the discrete derivative operator must be composed with this (sparse)
projection operator.

The presence of adjoint differential operators in our
Hamiltonian formulation of the 1D ponderomotive Maxwell model
requires that we consider a dual de Rham complex (the complex for
the adjoint differential operators) in our discretization scheme.
Once the primal de Rham complex has been defined (as above), it is
straightforward to define the dual complex in a subsidiary manner
entirely in terms of quantities previously defined.

Definition 6. The dual degrees of freedom r�‘ : ðV‘Þ� ! C�‘
are defined such that

r�‘;iðuÞ ¼ hu;K‘;ii for u 2 ðV ‘Þ�; (B25)

where h�; �i : ðV‘Þ� � V ‘ ! R denotes the evaluation pairing of a
vector space with its dual. We define the dual basis, fK�‘;igN‘

i¼0, such
that ðK‘;i;K

�
‘;jÞ ¼ di;j. The dual interpolation operator I�‘ : C�‘ !

ðV‘
hÞ� is defined such that

I�‘c� ¼
XN‘

i¼0
ðc�Þi K�‘;i; �

� � 2 ðV ‘
hÞ�: (B26)

That is, I�‘c� is a functional which acts on elements of V ‘
h such that

I�‘c� vh½ � ¼
XN‘

i¼0
ðc�Þi K�‘;i; vh

� �
: (B27)

The mass matrix is defined as ðM‘Þi;j ¼ ðK‘; i;K‘; jÞ : C‘ ! C�‘ . The
dual projection operator is defined such that

P�‘ ¼ I�‘ � r�‘ : ðV ‘Þ� ! ðV‘
hÞ�: (B28)

One can see that this is simply the L2 projection.
Proposition 2. If c� 2 C�‘ and vh 2 V ‘

h such that
r‘ðvhÞ ¼ v 2 C‘, then

I�‘c� vh½ � ¼ I�‘c� I ‘v½ � ¼ cT� v: (B29)

Proof: This simply follows from the fact that ðK‘;i;K
�
‘;jÞ ¼ di;j. �

Proposition 3. The mass matrix provides the change of basis
from C‘ to C�‘ . That is, if u 2 V ‘

h and we denote its corresponding ele-
ment in the dual space u�h ¼ ðuh; �Þ 2 ðV‘

hÞ�, then
M‘r‘ðuhÞ ¼ r�‘ ðu�hÞ: (B30)

Proof:

r�‘ ðu�hÞ ¼ hu�h;K‘;ii ¼ uh;K‘;ið Þ
¼
X
j

K‘;i;K‘;j
� �

uj ¼M‘r‘ðuhÞ: (B31)

�

The primal and dual de Rham complexes together are fre-
quently called the double de Rham complex. The discrete double de
Rham complex may be schematically represented by

(B32)

where R‘ : V‘
h ! ðV‘

hÞ� is the isomorphism guaranteed by the Reisz
representation theorem, or, at the coefficient level,

(B33)

where each diagram commutes. We can see that the discrete inte-
gration by parts formula is given by

ðd�0ÞTM0 ¼M1d0: (B34)

Finally, it is worth briefly discussing the advantages of broken-
FEEC. The advantage of broken-FEEC is that the basis functions are
localized to each element. This gives the mass matrix a block
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diagonal structure and also localizes the nonlinear solves required
by this method. Hence, at the cost of increasing the number of
degrees of freedom in a broken-FEEC method, one localizes many
operations allowing for greater parallelism. The one-dimensional
problem considered in this paper does not require such fancy com-
putational techniques; however, similar problems in nonlinear elec-
trodynamics in higher dimensions might benefit from these
considerations. By introducing conforming projection operators9,10

which project fields from the broken spaces into appropriate spaces
in the conforming finite element de Rham complex, one can con-
struct a commuting diagram of vector spaces like Eq. (B8) (and gen-
eralizations thereof in 2D and 3D). Hence, this version of FEEC
which utilizes broken elements retains the structure preserving
properties celebrated in conforming FEEC discretizations.

2. Integrals of functions in FEM space

It is useful to know how to compute integrals of functions in
the FEM spaces over the entire domain. The ponderomotive
Maxwell system possesses several conservation laws which are inte-
grals of fields over the entire domain. The following lemma tells us
how such integrals may be computed. In the following, we combine
the indices for the DOF within an element, and the element index
into one single multiindex.

Lemma 1. Suppose vh 2 V0
h and uh 2 V1

h . Then if we denote
vh ¼

P
a K0;ava and uh ¼

P
a K1;aua, it follows that:ðL

0
vhdz ¼

X
a;b

ðM0Þabvb ¼ 1TM0v

and ðL
0
uhdz ¼

X
a

ua ¼ 1Tu; (B35)

where 1a ¼ 1 8a.
Proof: To begin, we consider the integral of 1-forms in V1

h . The
proof proceeds by direct calculation and application of the definitionsðL

0
uhdz ¼

X
i;k

ð
Xk

K1;i;kðzÞui;kdz

¼
X
i;k

ð
X̂
K̂1;iðnÞdn

� �
ui;k

¼
X
i;j;k

ðnjþ1
nj

K̂1;iðnÞdn
 !

ui;k

¼
X
i;j;k

dijui;k ¼
X
i;k

ui;k ¼
X
a

ua ; (B36)

where we have used the fact that K1;i;kðzÞdz ¼ K̂1;iðnÞdn where
FkðnÞ ¼ z and FkðX̂Þ ¼ Xk.

We proceed similarly with the 0-formsðL
0
vhdz ¼

X
i;k

ð
Xk

K0;i;kðzÞvi;kdz

¼
X
i;k

ð
X̂
K̂0;iðnÞ@nFkðnÞdn

� �
vi;k: (B37)

Recall, the 0-form shape functions are a partition of unity:P
l K̂0;lðnÞ ¼ 1. Hence,ð

X̂
K̂0;iðnÞ@nFkðnÞdn ¼

X
l

ð
X̂
K̂0;iðnÞK̂0;lðnÞ@nFkðnÞdn

¼
X
l

ðMðkÞ
0 Þli; (B38)

where MðkÞ
0 represents the 0-form mass matrix for the kth element.

The global mass matrix M0 is related to each local mass matrix
according to X

i

ðMðkÞ
0 Þlivi;k ¼ ðM0vÞl;k; (B39)

where care must be taken in how the degrees of freedom at element
boundaries are handled (this differs between conforming and bro-
ken FEEC methods). Hence, it follows that:ðL

0
vhdz ¼

X
i;k

ðM0vÞi;k ¼ 1TM0v; (B40)

which establishes the result. �

APPENDIX C: ON DISCRETIZING FUNCTIONAL
DERIVATIVES

This appendix considers the mathematically rigorous details in
discretizing functional derivatives. Much of the content in this
appendix assumes a background in functional analysis and may be
skipped if one is only interested in the results of the paper and not
the mathematical details.

1. Discrete functional derivatives

As Hamiltonian field theories are stated in terms of functional
derivatives, in order to discretize the Hamiltonian structure directly,
it is necessary to consider what happens when a functional is
restricted to a finite dimensional subspace (e.g., a finite element sub-
space). What we find is a convenient approach to discretize the
Poisson bracket and Hamiltonian.

Let ðU; jj � jjUÞ be a normed vector space. For any functional
K : U ! R, we define its Fr�echet derivative at u 2 U (if it exists) to
be the linear functional DK½u� such that

jjK uþ du½ � � K u½ � � DK u½ �dujjU
jjdujjU

¼ OðjjdujjUÞ: (C1)

We shall assume in this paper that we restrict our attention to those
functionals which are Fr�echet differentiable. When U ¼ Rn, this
reduces to the usual definition of the Jacobian matrix. Hence, this
definition generalizes the notion of derivatives to arbitrary normed
vector spaces (e.g., function spaces). We shall use the two common
notations for the functional derivative DK½u� and dK=du
interchangeably.

Derivatives with respect to functions which are Galerkin
expansions in our finite element framework reduce to finite dimen-
sional derivatives with respect to the Galerkin coefficients.

Theorem 1. Let K : V‘ ! R be an arbitrary functional on the
continuous ‘-forms and let K :¼ K � I ‘ : C‘ ! R represent the dis-
crete analog of the functional K. Moreover, define u ¼ r‘ðuÞ and
v ¼ r‘ðvÞ. Then
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hDðK �P‘Þ u½ �; viðV‘Þ�;V‘

¼ hDðK � I ‘Þ r‘ðuÞ
� 	

; r‘ðvÞiC�‘ ;C‘

¼ hDK u½ �; viC�‘ ;C‘ ¼
@K

@u

� �T

v: (C2)

Similarly, if we have a functional of the dual de Rham sequence,
K� : ðV‘Þ� ! R, defining K� ¼ K � I�‘ ; u� ¼ r�‘ ðuÞ, and
v� ¼ r�‘ ðvÞ, we have

hDðK� �P�‘ Þ u½ �; viV‘;ðV‘Þ�

¼ hDðK� � I�‘ Þ r�‘ ðuÞ
� 	

; r�‘ ðvÞiC‘;C�‘
¼ hDK� u�½ �; v�iC‘;C�‘ ¼

@K�
@u�

� �T

v�: (C3)

Proof: The result follows from the chain rule and the linearity of the
degrees of freedom operator. By the chain rule, we have

hDðK �P‘Þ u½ �; viðV‘Þ�;V‘

¼ hDðK � I ‘Þ r‘ðuÞ
� 	

�Dr‘ u½ �; viðV‘Þ�;V‘ : (C4)

However, by the linearity of r‘; Dr‘½u� ¼ r‘. Hence, we find

hDðK �P‘Þ u½ �; viðV‘Þ� ;V‘ ¼ hDðK � I ‘Þ r‘ðuÞ� 	
; r‘ðvÞiC�‘ ;C‘ : (C5)

The remainder of the result follows from simple notational manipu-
lation. The result for K� follows from an entirely analogous argu-
ment. �

Hence, one may directly translate continuous functional
derivatives into discrete functional derivatives. Moreover, by
appropriate interpretation of the discrete representation of the
variables on the dual sequence, we may also prescribe discrete
versions of functional derivatives with respect to variables in the
dual space.

2. Adjoint of degrees of freedom operator

In this section, we prove a technical result which is needed to
discretize the Poisson bracket. This may safely be skipped if one is
only interested in the results and not the mathematical substructure
of the numerical method. In the following, we use † to denote oper-
ator adjoints.

Lemma 2. Suppose u� 2 C�‘ and v 2 C‘. Then
hu�; viC�

‘
;C‘ ¼ hI�‘u�; I ‘viðV‘Þ�;V‘ : (C6)

Proof: The result follows by simple application of the definitions:

hI�‘u�; I ‘viðV‘Þ�;V‘

¼
XN‘

i¼1
ðu�Þi K�‘;i; �

� �
;
XN‘

j¼1
vjK‘;j

* +
ðV‘Þ� ;V‘

¼
XN‘

i;j¼1
ðu�Þivj K�‘;i;K‘;j

� �
¼ uT

� v :¼ hu�; viC�
‘
;C‘ : (C7)

�

Theorem 2.With respect to the natural evaluation duality pair-
ing, ðr‘jV‘Þ† ¼ I�‘ . Moreover,

ðr‘Þ† � I�‘
h i

u�; v
� �


 



jju�jjC�

‘
jjvjjV‘

� jjI �P‘jjjjI�‘ jj

8u 2 C�‘ and 8v 2 V ‘: (C8)

Hence, I�‘ approximates r†‘ in the following sense:

jjðr‘Þ† � I�‘ jj :¼ sup
jjujjC�

‘
� 1

u� 2 C�‘

sup
jjvjjV‘ � 1

v 2 V‘

jhðr†‘ � I�‘ Þu�; vij
jju�jjC�

‘
jjvjjV‘

¼ Oðhpþ1Þ:

(C9)

An analogous result holds for I ‘ and r�‘ .
Proof: Let vh 2 V‘

h . Then by the previous lemma,

hu�; r‘ðvhÞiC�
‘
;C‘ ¼ hI�‘u�; I ‘ �r‘ðvhÞiðV‘Þ�;V‘

¼ hI�‘u�; vhiðV‘Þ� ;V‘ ; (C10)

since I ‘ �r‘ ¼ P‘ ¼ I on V ‘
h . This proves the first claim.

Now, let v 2 V ‘ be arbitrary. Then

hu�; r‘ðvÞiC�
‘
;C‘ ¼ hI�‘u�;P‘viðV‘Þ� ;V‘ : (C11)

Hence,

hu�; r‘ðvÞiC�
‘
;C‘ � hI�‘u�; viðV‘Þ�;V‘

¼ �hI�‘u�; ðI �P‘ÞviðV‘Þ� ;V‘ ; (C12)

which implies

jhu�; r‘ðvÞiC�
‘
;C‘ � hI�‘u�; viðV‘Þ�;V‘ j

¼ jhI�‘u�; ðI �P‘ÞviðV‘Þ�;V‘ j
� jjI �P‘jjjjI�‘u�jjðV‘Þ�jjvjjV‘

� jjI �P‘jjjjI�‘ jjjju�jjðV‘Þ�jjvjjV‘ ; (C13)

by repeated application of the triangle inequality. Since I�‘ : C�‘ !
ðV ‘

hÞ� is a map between finite dimensional spaces, it is bounded.
Moreover, by assumption, jjI �P‘jj ¼ Oðhpþ1Þ. The result follows. �

This combined with the notion of discrete functional deriva-
tives in Appendix C 1 gives us the following result:

Theorem 3. Let K : V‘ ! R. Define K :¼ K � I ‘ : C‘ ! R.
Then

dðK �P‘Þ
du

¼ ðr‘Þ† @K
@u
¼ I�‘

@K

@u
þ Oðhpþ1Þ; (C14)

where u ¼ r‘ðuÞ. If our functional depends only on the finite dimen-
sional space V ‘

h , i.e., K : V ‘
h ! R, then

dK
duh
¼ I�‘

@K

@u
: (C15)

A similar result holds for K : ðV ‘Þ� ! R.

Physics of Plasmas ARTICLE pubs.aip.org/aip/pop

Phys. Plasmas 31, 013905 (2024); doi: 10.1063/5.0178935 31, 013905-24

VC Author(s) 2024

 28 April 2024 16:25:57

pubs.aip.org/aip/php


Proof: As before, from the chain rule, we have

hDðK �P‘Þ u½ �; viðV‘Þ�;V‘

¼ hDðK � I ‘Þ r‘ðuÞ
� 	

; r‘ðvÞiC�‘ ;C‘
¼ hðr‘Þ† DK u½ �ð Þ; viðV‘Þ� ;V‘ : (C16)

Hence, simply changing notation, we find that

dðK �P‘Þ
du

¼ ðr‘Þ† @K
@u

: (C17)

The result follows from the previous theorem. �
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