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A system of harmonic oscillators in the presence of interaction, and with an arbitrary number of degrees of freedom, is considered. The most general form of the Hamiltonian is derived under the restriction that the states which are initially coherent remain coherent at all times. The equation of motion for the annihilation operator, obtained by using this Hamiltonian, is solved, and the frequency spectrum of the annihilation operator is discussed. By giving specific examples it is shown that, in general, the annihilation operators (or their eigenvalues) contain positive as well as negative frequency components and hence are not analytic signals. Some special cases are also considered where the annihilation operators are analytic signals.

I. INTRODUCTION

Several publications have appeared in recent years dealing with the properties and applications of coherent states.1–7 These states are defined as the eigenstates of the annihilation operator and are analogous to the classical deterministic situation. Since the annihilation operator is not Hermitian, the eigenvalues are, in general, complex and the states belonging to different eigenvalues are not orthogonal. However, these states form a complete set and can be used as a basis for expanding arbitrary states and arbitrary operators. In this connection, they have been found to be very useful in the description of optical coherence for electromagnetic fields.4,6,8,9 It is generally known that for free fields the time-dependent annihilation operators have only positive-frequency components so that the eigenvalue of any linear combination of such operators is an analytic signal.10 It is of interest to study the time dependence of the eigenvalues of the annihilation operators in the presence of interaction. In a recent paper, Glauber11 has shown that if the time derivative of the annihilation operator does not involve a functional dependence on the creation operator, i.e., if

\[ \frac{d \hat{a}(t)}{dt} = f(\hat{a}(t), t), \]  

then the states which are initially coherent remain coherent at all times. In another paper12 we have shown that the requirement (1.1) is both necessary and sufficient for the states to remain coherent at all times and that for a system described by a (Hermitian) Hamiltonian, the function \( f \) must be linear in the annihilation operators. We have also obtained the general form of the Hamiltonian consistent with this requirement, and showed that the eigenvalues of the annihilation operator are in general not analytic signals. In Ref. 12, however, only systems with one degree of freedom were considered. In the present paper some of these results are generalized for systems with an arbitrary number of degrees of freedom.

In Sec. II we consider a system of harmonic oscillators with arbitrary number of degrees of freedom and derive the general form of the Hamiltonian with the restriction that the states which are initially coherent remain coherent at all times. In Sec. III the equation of motion for the annihilation operator is solved and Sec. IV deals with the frequency spectrum of the annihilation operator. In the Appendix we derive the general form of a unitary matrix \( U(t) \) which is an analytic signal and is such that \( U(t) \) and \( U(t') \) commute for all \( t \) and \( t' \).

II. TIME EVOLUTION OF COHERENT STATES:
CONDITIONS ON THE HAMILTONIAN

Let us consider a system of harmonic oscillators which is described by the canonical operators13 \( \hat{q}_n \) and \( \hat{p}_n \); they satisfy the commutation relations14

\[ [\hat{q}_n, \hat{p}_m] = i \delta_{nm}; \quad [\hat{q}_n, \hat{q}_m] = [\hat{p}_n, \hat{p}_m] = 0. \]  

The system can equally be described in terms of the canonical annihilation and creation operators \( \hat{a}_n \) and

\[ \hat{a}_n(q, p) \]  

13 In this paper we denote all operators by a circumflex, e.g., \( \hat{q}, \hat{q}, \hat{a}^\dagger \), etc.
14 We have chosen units such that \( \hbar = 1 \).
\( \delta_\lambda \) defined by
\[
\delta_\lambda = \frac{1}{(2\omega_\lambda)^{1/2}}(\omega_\lambda \hat{\alpha}_\lambda + \hat{\beta}_\lambda),
\]
\[\delta_\lambda^\dagger = \frac{1}{(2\omega_\lambda)^{1/2}}(\omega_\lambda \hat{\alpha}_\lambda - \hat{\beta}_\lambda),\]

\( \omega_\lambda \) being the frequency of the oscillator \( \lambda \). The operators \( \delta_\lambda \) and \( \delta_\lambda^\dagger \) satisfy the commutation relations
\[
[\delta_\lambda, \delta_\lambda^\dagger] = \delta_\lambda \delta_\lambda^\dagger - [\delta_\lambda^\dagger, \delta_\lambda] = 0. \]

The normalized coherent states which are the right eigenstates of the annihilation operator \( \delta_\lambda \) are then given by
\[
|\{v\}\rangle = \prod_\lambda |v_\lambda\rangle = \prod_\lambda \exp(v_\lambda \delta_\lambda^\dagger - v_\lambda^* \delta_\lambda) |0\rangle,
\]
as and satisfy the relations
\[
\delta_\lambda |\{v\}\rangle = v_\lambda |\{v\}\rangle,
\]
\[
\delta_\lambda^\dagger |\{v\}\rangle = \left( e^{-i v_\lambda \delta_\lambda^\dagger} - e^{i v_\lambda \delta_\lambda^\dagger} \right) |\{v\}\rangle.
\]

Here the symbol \( \{v\} \) is used to denote the sequence of complex numbers \( v_1, v_2, \ldots, v_\lambda, \ldots \) (\( v_\lambda \) being the eigenvalue of \( \delta_\lambda \)); \( |0\rangle \) denotes the vacuum (lowest energy) state and \( \partial / \partial v_\lambda \) denotes formal partial differentiation with respect to \( v_\lambda \) keeping \( v_\lambda^* \) and all other variables fixed.

To study the time evolution of the system, one can work either in the Heisenberg or in the Schrödinger picture. In the Heisenberg picture, the state is fixed and we consider the time evolution of the system in terms of the time evolution of the operators. The operator \( \delta_\lambda \) satisfies the Heisenberg equation of motion
\[
\frac{d}{dt} \delta_\lambda(t) = [\delta_\lambda(t), \hat{H}(t)],
\]
and the problem then is to find how the state \( |\{v(0)\}\rangle \) behaves in relation to the time-dependent operator \( \delta_\lambda(t) \). In particular we are interested in finding the conditions under which the state \( |\{v(0)\}\rangle \) is an eigenstate of \( \delta_\lambda(t) \) for every \( \lambda \) and for all times \( t \) with an eigenvalue \( v_\lambda(t) \). For very small \( \tau \), we can write, using (2.8),
\[
\delta_\lambda(t+\tau) = \delta_\lambda(t) - i\tau [\delta_\lambda(t), \hat{H}(t)] + O(\tau^2). \tag{2.9}
\]

If the state \( |\{v(0)\}\rangle \), which is an eigenstate of \( \delta_\lambda(t) \) with an eigenvalue \( v_\lambda(t) \), be also an eigenstate of \( \delta_\lambda(t+\tau) \) with an eigenvalue \( v_\lambda(t+\tau) \), we must have
\[
\delta_\lambda(t+\tau) |\{v(0)\}\rangle = v_\lambda(t+\tau) |\{v(0)\}\rangle
\]
\[
= \left( v_\lambda(t) + \tau \frac{\partial v_\lambda(t)}{\partial t} + O(\tau^2) \right) |\{v(0)\}\rangle. \tag{2.10}
\]

Using also (2.9) and retaining only the terms which are of the first order in \( \tau \), we obtain the following eigenvalue relation
\[
[\delta_\lambda(t), \hat{H}(t)] |\{v(0)\}\rangle = \frac{\partial v_\lambda(t)}{\partial t} |\{v(0)\}\rangle. \tag{2.11}
\]

Since the states \( |\{v(0)\}\rangle \) (which form a complete set) are simultaneous eigenstates of the operator \( \delta_\lambda \) and the commutator \( [\delta_\lambda, \hat{H}] \), we must have
\[
[\delta_\mu, [\delta_\lambda, \hat{H}]] = \frac{\partial}{\partial \delta_\mu} [\delta_\lambda, \hat{H}] = 0, \text{ for all } \mu. \tag{2.11'}
\]

This implies that the commutator \( [\delta_\lambda(t), \hat{H}(t)] \) must depend on the annihilation operators \( \{\delta(t)\} \) alone and not on any of the creation operators \( \delta_\lambda^\dagger \), i.e., that
\[
[\delta_\lambda(t), \hat{H}(t)] = f_\lambda(\{\delta(t)\}, t), \tag{2.12}
\]
where \( f_\lambda \) is some function of the set of annihilation operators \( \{\delta\} \) and may also depend explicitly on \( t \). Since Eq. (2.12) is valid for every \( \lambda \), we note that \( \hat{H} \) can at most be linear in the creation operators, i.e., \( \hat{H} \) is of the form
\[
\hat{H} = \sum_\lambda \delta_\lambda^\dagger f_\lambda(\{\delta(t)\}, t) + g(\{\delta(t)\}, t), \tag{2.13}
\]
where \( g \) is some other function. Further since \( \hat{H} \) is Hermitian, we see on taking the Hermitian adjoint of (2.13) that \( \hat{H} \) is also at most, linear in the annihilation operators \( \{\delta\} \). Hence we conclude that \( \hat{H} \) is of the form
\[
\hat{H} = \sum_\lambda \omega_\lambda(t) \delta_\lambda^\dagger(\{\delta(t)\}) \delta_\lambda(t)
\]
\[+ \sum_\lambda \{F_\lambda(t) \delta_\lambda^\dagger(\{\delta(t)\}) + F_\lambda^*(t) \delta_\lambda(t)\} + \beta(t), \tag{2.14}
\]
where \( F_\lambda \) is some arbitrary function, the matrix \( \omega_\lambda(t) \) is Hermitian and \( \beta(t) \) is real, i.e., that
\[
\omega_\lambda(t) = \omega_\lambda(t)^*; \quad \beta(t) = \beta(t)^* \tag{2.15}
\]

We have thus shown that the necessary condition on the form of the Hamiltonian consistent with the requirement that the states which are initially coherent remain coherent at all times is given by (2.14). Though the condition for sufficiency is also built in the proof, one can see directly that if the Hamiltonian is of the form given by (2.14) the states which are initially coherent remain coherent at all times.16

The same conclusion can be obtained by working in the Schrödinger picture. In this case the operators \( \{\delta\} \) and \( \{\delta^\dagger\} \) are fixed but the state changes. The time development of the state is governed by the Schrödinger equation
\[
\frac{d}{dt} |\{v(t)\}\rangle = \hat{H} |\{v(t)\}\rangle. \tag{2.16}
\]

16 See for example Ref. 11.
Let us consider the case when \( \{ |v(t)\rangle \} \) is an eigenstate of \( \hat{d}_\lambda \) with an eigenvalue \( \nu_\lambda(t) \) for every \( \lambda \) and for all \( t \). Again for very small \( \tau \), we can write, using (2.16),
\[
|v(t+\tau)\rangle = |v(t)\rangle - i\tau \hat{H} |v(t)\rangle + O(\tau^2).
\]
Since we require that \( \{ |v(t+\tau)\rangle \} \) is an eigenstate of \( \hat{d}_\lambda \) with eigenvalue \( \nu_\lambda(t+\tau) \), we also have
\[
\hat{d}_\lambda |v(t+\tau)\rangle = \left[ \nu_\lambda(t) + \frac{\partial \nu_\lambda(t)}{\partial t} + O(\tau) \right] |v(t+\tau)\rangle.
\]
If we now use (2.17) and retain only the terms which are of first order in \( \tau \), we obtain the eigenvalue relation
\[
[\hat{d}_\lambda, \hat{H}] |v(t)\rangle = i \frac{\partial \nu_\lambda(t)}{\partial t} |v(t)\rangle.
\]
Hence, following an argument similar to that given in connection with the Heisenberg picture, it is readily seen that the general form of the Hamiltonian is consistent with the requirement that the states which are initially coherent remain coherent at all times is given by\(^{16}\)
\[
\hat{H} = \sum_\lambda \sum_\mu \omega_{\lambda\mu}(t) \hat{d}_\mu^* \hat{d}_\mu + \sum_\lambda (F_\lambda(t) \hat{d}_\lambda(t) + F_\lambda^*(t) \hat{d}_\lambda(t)) + \beta(t),
\]
where \( F_\lambda \) is some arbitrary function, the matrix \( \omega_{\lambda\mu}(t) \) is Hermitian and \( \beta(t) \) is real, i.e., they satisfy Eq. (2.15).

It is interesting to note that if one expresses the Hamiltonian in terms of the variables \( (\hat{q}_\lambda, \hat{p}_\lambda) \) then the form (2.14) or (2.20) is at most quadratic in \( \hat{q}_\lambda \) and \( \hat{p}_\lambda \). For such systems the dynamical brackets of the Wigner-Moyal\(^{17}\) phase-space formulation of quantum mechanics (in which the Weyl's rule of association between operators and functions is used) reduce to Poisson brackets, so that quantum and classical equations of motion are identical.\(^{18,19}\) If the form of the Hamiltonian is given by (2.14) or (2.20), a similar result holds even if one is using the phase-space formulation when the rule of association between operators and functions is that of normal ordering.\(^{19}\)

III. TIME EVOLUTION OF COHERENT STATES

- **Explicit Solution**

According to Eq. (2.14) the general form of the Hamiltonian (in the Heisenberg picture) consistent with the requirement that the states which are initially coherent remain coherent at all times is given by
\[
\hat{H} = \sum_\lambda \sum_\mu \omega_{\lambda\mu}(t) \hat{d}_\mu^* \hat{d}_\mu + \sum_\lambda (F_\lambda(t) \hat{d}_\lambda(t) + F_\lambda^*(t) \hat{d}_\lambda(t)) + \beta(t).
\]
The operator \( \hat{d}_\lambda \) therefore satisfies the following equation of motion:
\[
\frac{d \hat{d}_\lambda}{dt} = -i [\hat{d}_\lambda, \hat{H}] = -i \sum_\mu \omega_{\lambda\mu}(t) \hat{d}_\mu(t) - i F_\lambda(t).
\]
Let us rewrite Eq. (3.2) in a matrix notation
\[
\frac{d \hat{d}}{dt} = -i \omega(t) \hat{d} - i F(t),
\]
where \( \hat{d} \) and \( F \) are the column vectors
\[
\hat{d}(t) = \begin{pmatrix} \hat{d}_1(t) \\ \hat{d}_2(t) \\ \vdots \end{pmatrix}, \quad F(t) = \begin{pmatrix} F_1(t) \\ F_2(t) \\ \vdots \end{pmatrix},
\]
and \( \omega \) is the Hermitian matrix
\[
\omega(t) = \begin{pmatrix} \omega_{11}(t) & \cdots & \omega_{1\lambda}(t) \\ \vdots & \ddots & \vdots \\ \omega_{\lambda1}(t) & \cdots & \omega_{\lambda\lambda}(t) \end{pmatrix}.
\]

In order to solve Eq. (3.3), let us first assume \( F(t) = 0 \). In this case we have
\[
\frac{d \hat{d}}{dt} = -i \omega(t) \hat{d}(t),
\]
whose formal solution is given by\(^{20}\)
\[
\hat{d}(t) = U(t) \hat{d}(0).
\]
Here \( U(t) \) is the unitary matrix
\[
U(t) = \exp \left[ -i \int_0^t \omega(t') dt' \right]
\]
and the subscript \( \dagger \) denotes the time-ordering operation.

\(^{16}\) Apart from the \( \epsilon \)-number term \( \beta(t) \), this form of the Hamiltonian has been noted as an example by Glauber (Ref. 11). However, as is shown here, this is the most general form of the Hamiltonian, consistent with the requirement that the states which are initially coherent, remain coherent at all times.


tion defined by the following relation\(^\text{II}\):
\[
\left\{ \exp \left( -i \int_0^t \omega(t') dt' \right) \right\}_+ = 1 + \sum_{n=1}^\infty \frac{(-i)^n}{n!} \left( \int_0^t dt_1 \cdots \int_0^t dt_n \omega(t_1) \cdots \omega(t_n) \right)_+.
\]
\[
= 1 + \sum_{n=1}^\infty (-i)^n \int_0^t dt_1 \int_0^t dt_2 \cdots \int_0^t dt_n \times \omega(t_1) \omega(t_2) \cdots \omega(t_n). \quad (3.9)
\]

To verify that (3.7) is the solution of (3.6), one only has to differentiate (3.7) and use the following relation which is obtained by differentiating (3.8) and using (3.9)
\[
\dot{U}(t) = -i \omega(t) U(t). \quad (3.10)
\]

In the case when the matrices \(\omega(t)\) and \(\omega(t')\) commute, i.e., when
\[
[\omega(t), \omega(t')] = 0, \quad \text{for all } t, t',
\]
we can write
\[
U(t) = \left\{ \exp \left( -i \int_0^t \omega(t') dt' \right) \right\}_+ = \exp \left( -i \int_0^t \omega(t') dt' \right). \quad (3.12)
\]

However in the general case when \([\omega(t), \omega(t')] \neq 0\), \(U(t)\) cannot be expressed in such a closed form. On the other hand if we are given the unitary operator \(U(t)\), we can readily evaluate \(\omega(t)\) in all cases from the relation
\[
\omega(t) = i\dot{U}(t) U^*(t) = -i U(t) \dot{U}^*(t) = \frac{i}{2} [U(t) \dot{U}^*(t) - U^*(t) \dot{U}(t)], \quad (3.13)
\]
which is obtained on multiplying Eq. (3.10) by \(i U^*(t)\) on the right and using the fact that \(U(t)\) is unitary.

One can now write the solution of (3.3) in the more general case when \(F(t) \neq 0\)
\[
\dot{a}(t) = U(t) a(0) - i U(t) \int_0^t U^*(t') F(t') dt', \quad (3.14)
\]

which, when written in the explicit form, reads
\[
\dot{a}_\lambda(t) = \sum_\mu U_{\lambda \mu}(t) a_\mu(0) - i \sum_\mu \sum_\sigma U_{\lambda \mu}(t) F_{\mu \sigma}(t') dt'. \quad (3.15)
\]

Equation (3.14) satisfies the boundary condition at \(t=0\) and the fact that it satisfies (3.3) can be verified by direct differentiation and making use of Eq. (3.10).

From (3.15) we see that the eigenvalue of the operator \(\delta_\lambda(t)\) is given by
\[
\nu_\lambda(t) = \sum_\mu U_{\lambda \mu}(t) \nu_\mu(0) - i \sum_\mu \sum_\sigma U_{\lambda \mu}(t) F_{\mu \sigma}(t') dt'. \quad (3.16)
\]

Explicit solution can also be obtained in the Schrödinger picture. In this case the operator \(\delta_\lambda\) is time-independent; however, its expectation value does depend on time and satisfies the equation of motion
\[
\frac{d}{dt} \left( \langle \{\psi(t)\} | \dot{a}_\lambda(t) | \{\psi(t)\} \rangle \right) = \langle \{\psi(t)\} | [\hat{H}, \{\hat{a}_\lambda\}] | \{\psi(t)\} \rangle. \quad (3.17)
\]

If \(|\{\psi(t)\}\rangle\) is an eigenstate of \(\delta_\lambda\), we see from (2.20) that \(\hat{H}\) must be of the form
\[
\hat{H} = \sum_\lambda \sum_\mu \omega_{\lambda \mu}(t) \delta_\lambda^* \delta_\mu + \sum_\lambda \{ F_\lambda(t) \delta_\lambda^* + F_\lambda^*(t) \delta_\lambda \} + \beta(t). \quad (3.18)
\]

Equation (3.17) then gives
\[
\dot{\nu}_\lambda(t) = -i \sum_\mu \omega_{\lambda \mu}(t) \nu_\mu(t) - i F_\lambda(t), \quad (3.19)
\]
an equation similar to (3.2). Hence if we proceed in a similar manner as in connection with (3.2) we obtain
\[
\nu_\lambda(t) = \sum_\mu U_{\lambda \mu}(t) \nu_\mu(0) - i \sum_\mu \sum_\sigma U_{\lambda \mu}(t) F_{\mu \sigma}(t') dt', \quad (3.20)
\]

where \(U(t)\) is the unitary matrix given by (3.8).

We see that the eigenvalues obtained in both the Heisenberg and the Schrödinger pictures [Eqs. (3.16) and (3.20)] are identical.

The state \(|\{\psi(t)\}\rangle\) which is an eigenstate of \(\delta_\lambda\) with eigenvalue \(\nu_\lambda(t)\) (for all \(\lambda\) and for all \(t\)) is thus given by the following equation
\[
|\{\psi(t)\}\rangle = \prod_\lambda |\nu_\lambda(t)\rangle = \exp \left( \sum_\lambda (\nu_\lambda(t) \delta_\lambda^* - \nu_\lambda^*(t) \delta_\lambda) \right) |0\rangle, \quad (3.21)
\]

\(^{\text{II}}\) Such time-ordering operations are also used in quantum field theory; see for example S. S. Schweber, An Introduction to Relativistic Quantum Field Theory (Harper and Row, New York, 1961), pp. 330–334. Alternatively one can write \(U(t)\) as a "product integral" in the form
\[
U(t) = \left\{ \exp \left( -i \int_0^t \omega(t') dt' \right) \right\}_+ = \lim_{N \to \infty} \prod_{N=1}^N \exp \left( -i \delta_\omega(t - n\delta_0) \right).
\]
where $v_\lambda(t)$ is given by (3.20) and $|0\rangle$ denotes the vacuum state.

**IV. FREQUENCY SPECTRUM OF THE ANNhilATION OPERATORS**

In Sec. III we determined the time dependence of the annihilation operators in presence of an interaction such that the states which are initially coherent do not change their essential character. We see from (3.15) that this time dependence is given by

$$d_\lambda(t) = \sum_\mu U_{\lambda\mu}(t) d_\mu(0)$$

$$-i \sum_\mu U_{\lambda\mu}(t) \int_0^t U_{\mu\gamma}(t') F_\gamma(t') dt', \quad (4.1)$$

where $U(t)$ is the unitary matrix

$$U_{\lambda\mu}(t) = \left\{ \exp(-i \int_0^t \omega(t') dt') \right\} \delta_{\lambda\mu} \quad (4.2)$$

and the subscript $+$ denotes time ordering defined by (3.9).

We now wish to study the frequency spectrum $\hat{b}_\lambda(\nu)$ of the annihilation operator $\hat{a}_\lambda(t)$. By definition $\hat{b}_\lambda(\nu)$ and $\hat{a}_\lambda(t)$ form a Fourier-transform pair

$$\hat{b}_\lambda(\nu) = \int_{-\infty}^{\infty} \hat{a}_\lambda(t) e^{2\pi i \nu t} dt, \quad (4.3)$$

$$\hat{a}_\lambda(t) = \int_{-\infty}^{\infty} \hat{b}_\lambda(\nu) e^{-2\pi i \nu t} d\nu. \quad (4.4)$$

We will first consider the simple case of a one-dimensional harmonic oscillator.

**A. Systems with One Degree of Freedom**

In this case we have from (4.1), suppressing the mode-labeling index $\lambda$,

$$\hat{a}(t) = U(t) \hat{a}(0) - i U(t) \int_0^t U^*(t') F(t') dt'. \quad (4.5)$$

where

$$U(t) = \exp(-i \int_0^t \omega(t') dt'). \quad (4.6)$$

The frequency spectrum $\hat{b}(\nu)$ is related to $\hat{a}(t)$ by the Fourier transform relations

$$\hat{b}(\nu) = \int_{-\infty}^{\infty} \hat{a}(t) e^{2\pi i \nu t} dt, \quad (4.7)$$

$$\hat{a}(t) = \int_{-\infty}^{\infty} \hat{b}(\nu) e^{-2\pi i \nu t} d\nu. \quad (4.8)$$

Let us discuss some special cases:

**Case 1. Free Hamiltonian.** In this case $\omega(t) = \omega_0 > 0$ and $F(t) = 0$. Equations (4.5) and (4.6) then give

$$\hat{a}(t) = e^{-i \omega_0 t} \hat{a}(0), \quad (4.9)$$

so that

$$\hat{b}(\nu) = \delta(\nu - \omega_0/2\pi) \hat{a}(0) \quad (4.10)$$

and we have a single positive frequency at $\nu = \omega_0/2\pi$.

This means that we can refer to the time-dependent annihilation operator $\hat{a}(t)$ as the positive-frequency part of the canonical variable $\hat{q} = (\hat{a} + \hat{a}^\dagger)/(2\omega_0)^{1/2}$ and hence the operator $\hat{a}(t)$ is an "analytic signal."

**Case 2. Forced oscillator.** Let us next consider the case when $\omega(t) = \omega_0 > 0$, but $F(t) \neq 0$. In this case Eq. (4.5) gives

$$\hat{a}(t) = e^{-i \omega_0 t} \hat{a}(0) - i e^{-i \omega_0 t} \int_0^t e^{i \omega_0 t'} F(t') dt'. \quad (4.11)$$

Let the frequency spectrum of the forcing term $F(t)$ be given by $f(\nu)$, i.e., that $F(t)$ is given by

$$F(t) = \int_{-\infty}^{\infty} f(\nu) e^{2\pi i \nu t} d\nu. \quad (4.12)$$

Equation (4.11) then gives

$$\hat{a}(t) = e^{-i \omega_0 t} \hat{a}(0) - \int_{-\infty}^{\infty} e^{i \omega_0 t} e^{-2\pi i \nu t} f(\nu) d\nu. \quad (4.13)$$

On taking the Fourier transform of (4.13), we obtain the following expression for $\hat{b}(\nu)$:

$$\hat{b}(\nu) = \delta\left(\nu - \frac{\omega_0}{2\pi}\right) \hat{a}(0) - \frac{1}{2\pi} \int_{-\infty}^{\infty} P\left(\frac{f(\nu') d\nu'}{\nu' - \nu}\right)$$

$$- P\frac{f(\nu)}{\omega_0 - 2\pi \nu}, \quad (4.14)$$

where $P$ denotes the principal-value function.

Equation (4.14) shows that depending on whether $f(\nu)$ does or does not vanish for negative frequencies, $\hat{b}(\nu)$ also does or does not vanish for negative frequencies. This means that the annihilation operator $\hat{a}(t)$ is an analytic signal if and only if $F(t)$ is an analytic signal. If $F(t)$ is an analytic signal, it must be a complex-valued function, i.e., that the real or the imaginary part of $F$ is not identically zero:

$$F + F^* = 0; \quad F - F^* = 0. \quad (4.15)$$
For, under certain general conditions, the real and imaginary parts of \( F(t) \) are related by Hilbert transform relations\(^{23,24}\) and hence the identically vanishing of either implies the identically vanishing of the other. Now the term containing \( F(t) \) in the interacting Hamiltonian can be written as [cf. Eq. (2.14)]

\[
F(t)\Delta^*(t) + F^*(t)\Delta(t) = \frac{F + F^*}{2} - \frac{F^* - F}{2}(\Delta^* - \Delta). \quad (4.16)
\]

Hence if \( F \) satisfies (4.15), the interaction Hamiltonian contains terms both proportional to the coordinate \([\epsilon(\Delta + \Delta^*)/(2\omega)]\) as well as the momentum \([-i\hbar\omega \times (\Delta - \Delta^*)/\sqrt{2}]\). We therefore conclude the following:

In order that \( \Delta(t) \) be an analytic signal, it is necessary that the interaction contains coordinate-dependent as well as velocity-dependent potentials.

For the usual velocity-independent interactions, \( F(t) \) is real so that (4.15) is not satisfied and hence \( F(t) \) is not an analytic signal. For such cases of course, \( \Delta(t) \) is also not an analytic signal.

**Case 3. Oscillator with time-dependent frequency and \( F(t) = 0 \).** For this case we have, from Eqs. (4.5) and (4.6),

\[
\Delta(t) = \exp \left(-i \int_0^t \omega(t')dt' \right) \Delta(0), \quad (4.17)
\]

so that\(^{24}\)

\[
\hat{b}(\nu) = \int_{-\infty}^{\infty} \exp \left(-i \int_0^t \omega(t')dt' \right) e^{i\nu t} dt \Delta(0). \quad (4.18)
\]

It can be seen that, in general, both positive- and negative-frequency components exist.

If, however, we require that only positive-frequency components should occur then \( \exp \left(-i \int_0^t \omega(t')dt' \right) \) is an analytic signal. Further since \( \omega(t) \) is real, this function is unimodular. The most general form of the unimodular analytic signal \( \exp \left(-i \int_0^t \omega(t')dt' \right) \) is then given by\(^{25}\)

\[
\exp \left(-i \int_0^t \omega(t')dt' \right) = \exp \left(-i\gamma - i\omega_0 \right) \prod_k \frac{t - \alpha^{(k)} + i\beta^{(k)}}{t - \alpha^{(k)} - i\beta^{(k)}}, \quad (4.19)
\]

where \( \omega_0 \geq 0, \beta^{(k)} \geq 0; \gamma \) and \( \alpha^{(k)} \) are real constants and

\[\Pi_k \] denotes product over an arbitrary number of factors. The constant \( \gamma \) is so chosen that the boundary condition at \( t = 0 \) is satisfied. From (4.19), we have

\[
\int_0^t \omega(t')dt' = \omega_0 - 2 \sum_k \left\{ \tan^{-1} \left( \frac{\beta^{(k)}}{t - \alpha^{(k)}} \right) \right\} \tan^{-1} \left( \frac{\beta^{(k)}}{\alpha^{(k)}} \right), \quad (4.20)
\]

so that, on differentiation, we obtain

\[
\omega(t) = \omega_0 + 2 \sum_k \frac{\beta^{(k)}}{(t - \alpha^{(k)})^2 + \beta^{(k)}}, \quad (4.21)
\]

Thus we see that when \( F(t) = 0 \), the annihilation operator \( \hat{a}(t) \) is an analytic signal if and only if the time dependence of the frequency of the oscillator \( \omega(t) \) is of the form (4.21).

To see an explicit example let us consider the case when only two terms are present under the summation sign in (4.21). Further, in order that the frequency spectrum \( \hat{b}(\nu) \) turn out to be real, we make a special choice of these two terms such that \( \omega(t) \) is given by

\[
\omega(t) = \omega_0 + \frac{2\beta}{(t - \alpha)^2 + \beta^2} + \frac{2\beta}{(t + \alpha)^2 + \beta^2}; \quad \beta > 0, \omega_0 > 0. \quad (4.22)
\]

This behavior of \( \omega(t) \) with respect to \( t \) is shown in Fig. 1.

In this case we obtain from (4.18)

\[
\hat{b}(\nu) = \int_{-\infty}^{\infty} e^{i(2\pi \nu - \omega_0) t} \frac{\frac{1}{t - \alpha + i\beta}(t + \alpha + i\beta)}{(t - \alpha - i\beta)(t + \alpha - i\beta)} dt \Delta(0) \quad (4.23)
\]

\[
= \int_{-\infty}^{\infty} e^{i(2\pi \nu - \omega_0) t} \left\{ 1 + \frac{4i\beta}{(t - \alpha - i\beta)(t + \alpha - i\beta)} \right\} dt \Delta(0).
\]

If we carry out the integration on the right-hand side

\[\text{\textbf{FIG. 1. Time dependence of the frequency of an interacting harmonic oscillator in a special case when } \hat{\Delta}(t) \text{ is an analytic signal.}}\]
of (4.23) we obtain
\[ b(\nu) = a(0) \left\{ \delta \left( \nu - \frac{\omega_0}{2\pi} \right) + \frac{8\pi \beta}{\alpha} \left( \frac{\alpha^2 + \beta^2}{\alpha} \right)^{1/2} e^{-\beta (\omega - 2\pi \nu)} \sin\alpha(2\pi \nu - \omega_0) \right\} \]
\[ - \tan^{-1}(\alpha/\beta) \theta(2\pi \nu - \omega_0) \right\}; \quad (4.24) \]
where \( \theta(x) \) is the Heaviside step function
\[ \theta(x) = \begin{cases} 1 & \text{if } x > 0, \\ 0 & \text{if } x < 0. \end{cases} \quad (4.25) \]

The eigenvalue \( b(\nu) \) of the operator \( \hat{b} \) as given by (4.24) is plotted in Fig. 2.

Let us consider next an explicit case when \( \omega(t) \) is not of the form (4.21) but is given by
\[ \omega(t) = \omega_0 - \frac{2\beta}{(t-a)^2 + \beta^2} - \frac{2\beta}{(t+a)^2 + \beta^2}, \quad \omega_0 > 0, \beta > 0. \quad (4.26) \]
If we substitute (4.26) in (4.6) and use Eqs. (4.7) and (4.5) we obtain, after simplification, the following expression for \( \hat{b}(\nu) \):
\[ \hat{b}(\nu) = a(0) \left\{ \delta \left( \nu - \frac{\omega_0}{2\pi} \right) + \frac{8\pi \beta}{\alpha} \left( \frac{\alpha^2 + \beta^2}{\alpha} \right)^{1/2} e^{-\beta (\omega - 2\pi \nu)} \sin\alpha(2\pi \nu - \omega_0) \right\} \]
\[ - \tan^{-1}(\alpha/\beta) \theta(2\pi \nu - \omega_0) \right\}; \quad (4.27) \]
We see from (4.27) that \( \hat{d}(t) \) has negative-frequency components also and hence is no longer an analytic signal, as was expected. For comparison, we plot \( \omega(t) \) given by (4.26) in Fig. 3 and the eigenvalue \( b(\nu) \) of the operator \( \hat{b} \) which is given by (4.27) in Fig. 4.

**Case 4. Forced oscillator with time-dependent frequency.**
In the general case when the frequency \( \omega \) is time dependent and the forcing term \( F(t) \neq 0 \), we have [Eq. (4.5)]
\[ \hat{d}(t) = U(t) \hat{d}(0) - iU(t) \int_0^t \hat{U}^*(t')F(t')dt', \quad (4.28) \]
where \( U(t) \) is given by (4.6). If we denote the Fourier transforms of \( U(t) \) and \( F(t) \) by \( u(\nu) \) and \( f(\nu) \) respectively, i.e., if
\[ u(\nu) = \int_{-\infty}^{\infty} U(t)e^{\nu t}dt, \quad (4.29) \]
\[ f(\nu) = \int_{-\infty}^{\infty} F(t)e^{\nu t}dt, \quad (4.30) \]
we obtain by taking the Fourier transform of (4.28),

![Fig. 2. Frequency spectrum of \( \hat{d}(t) \) for an interacting harmonic oscillator with \( \omega(t) \) given as in Fig. 1.](image1)

![Fig. 4. Frequency spectrum of \( \hat{d}(t) \) for an interacting harmonic oscillator with \( \omega(t) \) given as in Fig. 3.](image2)
the following expression for $b_\nu(t)$:

$$
b_\nu(t) = u_\nu(0) \delta(0) + \int_{-\infty}^{\infty} \frac{u_\nu(\nu + \nu')}{\nu'} \times u^{*}(\nu'')f(\nu'' - \nu')d\nu'd\nu''.
$$

(4.31)

We see from (4.31) that $\delta(t)$ has positive- as well as negative-frequency components in its Fourier representation. Further, it can be seen that both the $q$-number part and the $c$-number part of $\delta(t)$ [the first and second terms, respectively, on the right-hand side of (4.28)] may contain positive- as well as negative-frequency components.

It is also evident that if $\delta(t)$ is an analytic signal (i.e., if it has only positive-frequency components), both the $q$-number part and the $c$-number parts must separately be analytic signals, since a negative-frequency contribution from one of them cannot cancel that from the other. We have seen in case 3 above that the $q$-number part, namely the term $U(t)\delta(0)$, is an analytic signal if and only if $\omega(\nu)$ has the form given by (4.21), viz.,

$$
\omega(\nu) = \omega_0 + 2 \sum_{k} \frac{\beta^{(k)}}{(k - \alpha^{(k)})^{2} + \beta^{(k)}/4},
$$

(4.32)

where $\omega_0$ and $\beta^{(k)}$ are non-negative and $\alpha^{(k)}$ are real constants. If we denote the $c$-number part of $\delta(t)$, by $A(t)$, i.e., if we write

$$
A(t) = -iU(t) \int_{0}^{t} U^{*}(t')F(t')dt',
$$

(4.33)

we have, using also (4.6),

$$
F(t) = iU(t) - \left\{ \begin{array}{l} \frac{d}{dt} \left\{ U(t)A(t) \right\} \\
\quad = iA(t) - \omega(\nu)A(t). \end{array} \right.
$$

(4.34)

Hence we conclude that $\delta(t)$ is an analytic signal if and only if $\omega(\nu)$ is given by (4.32) and $F(t)$ is given by

$$
F(t) = iA(t) - \left( \omega_0 + 2 \sum_{k} \frac{\beta^{(k)}}{(k - \alpha^{(k)})^{2} + \beta^{(k)}/4} \right)A(t),
$$

(4.35)

where $A(t)$ is an arbitrary analytic signal, with the only restriction $A(0) = 0$.

We will now consider briefly systems with several degrees of freedom.

**B. Systems with Several Degrees of Freedom**

Let us rewrite Eqs. (4.1), (4.3), and (4.4) in matrix notation

$$
\delta(t) = U(t)\delta(0) - iU(t) \int_{0}^{t} U^{\dagger}(t')F(t')dt',
$$

(4.36)

$$
\hat{b}(\nu) = \int_{-\infty}^{\infty} \delta(t)e^{2\pi i\nu t}dt,
$$

(4.37)

$$
\delta(t) = \int_{-\infty}^{\infty} \hat{b}(\nu)e^{-2\pi i\nu t}d\nu,
$$

(4.38)

where $\delta(t)$ and $F(t)$ are the column vectors given by (3.4), $U(t)$ is the unitary matrix given by (3.8) and $\hat{b}(\nu)$ is the column vector

$$
\hat{b}(\nu) = \begin{pmatrix} b_{1}(\nu) \\ \vdots \\ b_{n}(\nu) \end{pmatrix}.
$$

(4.39)

Further let us denote the Fourier transforms of $F(t)$ and $U(t)$ by $f(\nu)$ and $u(\nu)$, respectively, i.e.,

$$
f(\nu) = \int_{-\infty}^{\infty} F(t)e^{2\pi i\nu t}dt,
$$

(4.40)

$$
u(\nu) = \int_{-\infty}^{\infty} U(t)e^{2\pi i\nu t}dt,
$$

(4.41)

$$
F(t) = \int_{-\infty}^{\infty} f(\nu)e^{-2\pi i\nu t}d\nu,
$$

(4.42)

$$
u(t) = \int_{-\infty}^{\infty} \nu(\nu)e^{-2\pi i\nu t}d\nu.
$$

(4.43)

Substituting from (4.38), (4.42), (4.43) and its Hermitian adjoint in (4.36) and taking the Fourier transform of the resulting equation, we obtain after some simplifications the following expression for $\hat{b}(\nu)$:

$$
\hat{b}(\nu) = \frac{u_\nu(0)\delta(0)}{\nu'} + \int_{-\infty}^{\infty} \frac{u_\nu(\nu + \nu')}{\nu'} \times u^{*}(\nu'')f(\nu'' - \nu'')d\nu'd\nu''.
$$

(4.44)

i.e.,

$$
b_{n}(\nu) = \sum_{m} u_{nm}(\nu)A_{m}(0) + \int_{-\infty}^{\infty} \sum_{m} \frac{u_{nm}(\nu) - u_{nm}(\nu + \nu')}{\nu'} \times u^{*}_{n}(\nu'')f_{m}(\nu'' - \nu'')d\nu'd\nu''.
$$

(4.45)

We see again from (4.45) that $\delta(t)$ has, in general, both positive and negative frequency components.

Let us denote the $c$-number part of $b_{n}(\nu)$ by $A_{n}(t)$, i.e., let us write

$$
A(t) = -iU(t) \int_{0}^{t} U^{\dagger}(t')F(t')dt',
$$

(4.46)
where \( A(t) \) is the column vector whose elements are \( A_\lambda(t) \). On differentiating (4.46) with respect to \( t \) and rearranging terms, we then obtain

\[
F(t) = i \dot{A}(t) - i \dot{U}(t) U^\dagger(t) A(t). \tag{4.47}
\]

Now, if we require that \( A(t) \) is an analytic signal, both the terms on the right-hand side of (4.36) must separately be analytic signals. This will be so if and only if \( U(t) \) and \( F(t) \) satisfy the following requirements:

1. The matrix \( U(t) \) is an analytic signal, i.e.,

\[
u(\nu) = 0 \quad \text{for} \quad \nu < 0; \tag{4.48}\]

2. \( F(t) \) is given by (4.47) where \( A(t) \) is the column vector whose elements are arbitrary analytic signals subject to the condition \( A(0) = 0 \).

The general form of a unitary matrix which is an analytic signal is not known. If, however, the unitary matrix \( U(t) \) also satisfies the property that the commutator

\[
[ U(t), U(t') ] = 0, \quad \text{for all} \quad t, t', \tag{4.49}
\]

it is shown in the Appendix that \( U(t) \) must be of the form

\[
U(t) = V^t e^{-i \gamma - i \omega_0 t} \prod_k B^{(k)}(t) V. \tag{4.50}
\]

Here \( V \) is a unitary matrix, \( \gamma \) is a real diagonal matrix, \( \omega_0 \) is a non-negative definite diagonal matrix and \( \prod_k \) denotes product over an arbitrary number of Blaschke matrices

\[
B^{(k)}(t) = (1 - \alpha^{(k)} - i \beta^{(k)}) (1 - \alpha^{(k)} + i \beta^{(k)})^{-1}, \tag{4.51}
\]

where \( 1 \) is the identity matrix, \( \alpha^{(k)} \) and \( \beta^{(k)} \) are real diagonal matrices, and \( \beta^{(k)} \) are non-negative definite diagonal matrices. All the matrices \( V, \gamma, \omega_0, \alpha^{(k)}, \) and \( \beta^{(k)} \) are time independent.

It is of interest to note that when \( U(t) \) satisfies (4.49) or, equivalently, when \( A(t) \) satisfies (3.11), we can write

\[
U(t) = V^t U_d(t) V, \tag{4.52}
\]

where \( V \) is some time independent unitary matrix and \( U_d(t) \) is a diagonal matrix. In this case, if we make a unitary transformation on the canonical annihilation operators \( \delta_\lambda(t) \), viz.,

\[
\delta_\lambda(t) \to a_\lambda(t) = V_{\lambda\mu} \delta_\mu(t), \tag{4.53}
\]

we obtain from (4.1) the following expression for \( \delta_\lambda(t) \):

\[
\delta_\lambda(t) = \{ U_d(t) \delta_\lambda(0) - i \{ U_d(t) \} \} \times \{ V F(t) \} dt'. \tag{4.54}
\]

We note that unlike in (4.1), the different modes are now uncoupled and the problem becomes similar to that relating to systems with one degree of freedom.

**APPENDIX: GENERAL FORM OF A UNITARY MATRIX THAT IS AN ANALYTIC SIGNAL**

In this Appendix we will show that if a unitary matrix \( U(t) \) is an analytic signal and satisfies the condition

\[
[ U(t), U(t') ] = 0 \quad \text{for all} \quad t, t', \tag{A1}\]

it must be of the form given by (4.50).

Since \( U(t) \) commutes with \( U(t') \), we can find a time-independent unitary matrix \( V \) such that

\[
U(t) = V^t U_d(t) V, \tag{A2}\]

where \( U_d(t) \) is a diagonal matrix whose elements are unimodular. Thus if \( U(t) \) is an analytic signal, so is \( U_d(t) \). The matrix elements of \( U_d(t) \), which are now unimodular analytic signals, must therefore be of the form

\[
[ U_d(t) ]_\lambda = \exp(-i \gamma_\lambda - i \omega_0 t) \prod_k B^{(k)}_\lambda. \tag{A3}\]

Here \( \gamma_\lambda \) is a real constant, \( \omega_0 \) is a non-negative constant and \( \prod_k \) denotes product over an arbitrary number of Blaschke factors

\[
B^{(k)}_\lambda = \frac{t - \alpha^{(k)} + i \beta^{(k)}}{t - \alpha^{(k)} - i \beta^{(k)}}, \tag{A4}\]

where \( \alpha^{(k)} \) and \( \beta^{(k)} \) are non-negative constants.

We can therefore write

\[
U_d(t) = \exp(-i \gamma - i \omega_0 t) \prod_k \{ (1 - \alpha^{(k)} + i \beta^{(k)}) \times (1 - \alpha^{(k)} - i \beta^{(k)})^{-1} \}, \tag{A5}\]

where \( \gamma \) and \( \alpha^{(k)} \) are real diagonal matrices; \( \omega_0 \) and \( \beta^{(k)} \) are non-negative definite diagonal matrices, \( 1 \) is the identity matrix and \( \prod_k \) denotes product over an arbitrary number of factors.

From (A5) and (A2), we conclude that \( U(t) \) must be of the form given by (4.50), viz.,

\[
U(t) = V^t e^{-i \gamma - i \omega_0 t} \prod_k \{ (1 - \alpha^{(k)} + i \beta^{(k)}) \times (1 - \alpha^{(k)} - i \beta^{(k)})^{-1} \}. \tag{A6}\]

---

*Footnotes:

26. A matrix will be said to be an analytic signal, if all its matrix elements are analytic signals.*