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Nuclear magnetic resonance force microscopy (NMRFM) is a technique

that combines aspects of scanning probe microscopy (SPM) and nuclear mag-

netic resonance (NMR) to obtain 3 dimensional nanoscale spatial resolution

and perform spectroscopy. We describe the components of a helium-3 NM-

RFM probe and studies of ammonium sulfate ((NH4)2SO4) and magnesium

dibordie (MgB2). For our room temperature (NH4)2SO4 studies we were able

to perform a 1-D scan and perform nutation and spin echo experiments. In our

77 K MgB2 we demonstrate a 1-D scan of a 30 µm powder sample. In addi-

tion, we describe magnetic measurements of the possible dilute semiconductors

MnxSc1−xN and Fe0.1Sc0.9N.
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Chapter 1

Introduction to Nuclear Magnetic Resonance

and Magnetic Resonance Force Microscopy

1.1 Basics of magnetic resonance and polarization

Nuclear magnetic resonance (NMR) is a powerful technique whereby

manipulating and detecting the evolution of nuclear spins in a sample we are

able to learn about the electronic and magnetic structure of the sample.

If we examine a single spin we find that it has a magnetic moment ~µ

that is proportional to the total angular momentum ~J through the relation

~µ = γ ~J (1.1)

where the proportionality constant γ is the gyromagnetic ratio, which differs

for different nuclei. When we subject the magnetic moment to a magnetic

field ~H we observe the Zeeman effect where the magnetic field lifts the energy

degeneracy and causes different energy levels to arise depending on the state of

the spin. This can be seen by examining the magnetic interaction Hamiltonian

H

H = −~µ · ~H. (1.2)

If we set the field to be along the z -axis the Hamiltonian can be rewritten as

H = −γ~H0Iz. (1.3)
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The energy eigenvalues of this equation are multiples of γ~H0 where

E = −γ~H0m (1.4)

where m = I, I − 1, ..., −I.

If we take as an example a nucleus with spin I = 1/2 we find that

the two energy solutions are 1/2 and −1/2. If we assume that our nucleus is

initially in the lower-energy spin state 1/2 and we would like to excite it to

the higher energy state we need to bridge the energy gap ∆E between the two

states where ∆E is defined as

∆E = ~ω (1.5)

where ω is an angular frequency.

Through the action of an alternating magnetic field that perturbs the

Hamiltonian such that only transitions between adjacent levels are allowed we

can rewrite ∆E as

∆E = γ~H0 = ~ω (1.6)

ω = γH0 (1.7)

This is the condition for inducing a resonant transition between adjacent en-

ergy levels. If we know the gyromagnetic ratio of the nuclei and the magnitude

of the applied field along the z -axis then by applying an alternating magnetic

field at frequency ω we can induce a transition from the lower energy spin

state 1/2 to the higher energy spin state -1/2.
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Figure 1.1: Zeeman level splitting for I = 1/2

If we would like to determine the population difference between the two

spin states we utilize Boltzmann’s distribution yielding

nm−1

nm
= e−∆E/kBT (1.8)

where ∆E is the difference in energy between the two spin states and T is

the temperature [1]. It turns out that the population difference is extremely

small at room temperature. For example, for a million protons immersed in

a 10 T field at room temperature the population difference between spin up

and spin down is only 11 spins. That is an extremely small proportion of spins

that actually contribute to the NMR signal. However, NMR as a technique is

powerful enough to detect this tiny difference in populations.

In order to determine the magnetization of the sample based on the
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applied external field H0, the difference in energy, ∆E = γ~H0 ,between the

different levels m, and the total number of spins N using Eq. 1.4 we can rewrite

Boltzmann’s distribution in terms of the magnetization of a non-interacting

ensemble of nuclear spins I

M = Nγ~

I∑
m=−I

meγ~mH0/kBT

I∑
m=−I

eγ~mH0/kBT

. (1.9)

If we take γ~H0/kBT to be a very small number then we can make a linear

expansion of the exponential in the above equation to obtain

M =
Nγ2~2H0

kBT

I∑
m=−I

m2

2I + 1
(1.10)

=
Nγ2~2I(I + 1)

3kBT
H0 = χ0H0 (1.11)

where χ0 is the susceptibility [2]. This equation is known as Curie’s Law and it

yields the magnetization for the sample. We note here that Curie’s Law utilizes

the total number of spins, N ; however, recall from Boltzmann’s distribution

that only a small proportion of the spins are polarized and thus manipulated

and detected. So while N is used to calculate the magnetization, only a small

portion of these spins contribute to the magnetization.

Another method for performing magnetic resonance experiments relies

on the statistical polarization instead of Boltzmann’s distribution. Essentially,

the statistical polarization states that at any random moment there are fluc-

tuations from the equilibrium polarization on average of
√
N [3]. This type
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of polarization is best used for NMR studies involving very few spins. If we

take for example a sample with 1020 spins at room temperature then according

to the Boltzmann’s distribution there are approximately 1015 spins that are

aligned. The statistical fluctuation would only have 1010 spins polarized; this

represents 5 orders of magnitude difference in magnetization. If we now are

only interested in a region with 100 spins then we quickly see that the Boltz-

mann polarization yields on average 10−3 spins ,or effectively no net spins

that are polarized, while the statistical polarization yields 10 spins. Thus,

for extremely high resolution NMR studies it becomes advantageous to utilize

the statistical polarization [4] [5]. A side benefit that comes from using the

statistical polarization is that there is always another randomly oriented po-

larization on the order of
√
N spins that are aligned and ready to be tipped so

you do not have to wait until the spins you have tipped away from the large

external field to realign.

1.2 Spins in the lab and rotating frame

If we examine the equation of motion of a magnetic moment in the

presence of a magnetic field ~H, we find that the torque is given by

d ~J

dt
= ~µ× ~H (1.12)

where ~J is the angular momentum. Inserting Eq. 1.1 we find that

d~µ

dt
= ~µ× (γ ~H). (1.13)
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y

�H0

Figure 1.2: Magnetic moment ~µ precessing about ~H0

This equation tells us that the rate of change of the magnetic moment is per-

pendicular to both the moment itself and the applied magnetic field. Another

way to look at it is that if the magnetic field is the polarizing field ~H0 then

the magnetic moment will precess about H0 in a cone as shown in Fig. 1.2.

Now, what happens when we apply an alternating field ~H1 perpendic-

ular to the polarizing field ~H0? We can write an alternating magnetic field

as

~H1(t) = H1(cosωztx̂+ sinωztŷ) (1.14)

where ωz is the precession frequency. We now take Eq. 1.13 and add in ~H1 so

that it becomes

d~µ

dt
= ~µ× γ( ~H0 + ~H1(t)). (1.15)
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We now utilize a useful tool in magnetic resonance and change to a coordinate

system rotating about ~H0 with frequency ω, thus, keeping ~H0 and ~H1 fixed in

this new coordinate system [6]. In order to do so, first take the time derivative

of the magnetic moment ~µ with respect to time

d~µ

dt
=
δ~µ

δt
+ ~ω × ~µ (1.16)

where δ~µ/δt represents the rate of change of ~µ with respect to the static

coordinate system. Then inserting Eq. 1.13 we obtain

δ~µ

δt
+ ~ω × ~µ = ~µ× γ ~H. (1.17)

Inserting ~H1 we get

δ~µ

δt
= ~µ× (~ω + γ ~H0 + γ ~H1). (1.18)

If we fix ~µ so it is only along the x -axis in the rotating frame and note that

both ~ω and ~H0 are along the z -axis then we obtain

δ~µ

δt
= ~µ× (ẑ′(ωz + γH0) + γH1x̂′) (1.19)

where the ′ denotes the rotating frame unit vectors. We now observe that at

resonance the ẑ′ component goes to zero and recalling that ωz + γH0 = 0 we

can substitute −ω for ωz thus giving us

δ~µ

δt
= ~µ× γ((H0 −

ω

γ
)ẑ′ + γH1x̂′) (1.20)

or

δ~µ

δt
= ~µ× ~Heff . (1.21)
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Figure 1.3: ~µ rotating about ~Heff once ~H1 is applied

~Heff is the effective magnetic field and ~µ will precess about it as shown in

Fig. 1.3. We can see that when we apply an alternating magnetic field ~H1 at

resonance (ω = γH0) only the x̂′ component of ~H1 survives the special case

shown in Fig. 1.3. It is important to note than in NMR experiments the

magnitude of H1 is typically several of orders of magnitude smaller than H0

and by viewing these fields in the rotating frame we can see how it is possible

for such a small field to tip the spins away from a much larger field so long as

the resonance condition is satisfied.

1.3 Spin relaxation

Thus far we have discussed tipping spins without regard to decoherence

effects. However, these effects play an important role in the evolution of the

8



spins and can yield important information on the electronic structure and the

internal magnetic field distribution, among many others. We will first examine

decoherence in the transverse direction with respect to H0, and then in the

longitudinal direction.

We will examine the transverse decoherence first through a pulse se-

quence example. If initially the spins are polarized along H0 (ẑ) and we then

tip them 90◦ to the x-y plane they will precess in the x-y plane. In a perfect

world the spins will precess with perfect coherence, however the presence of

magnetic field inhomogeneity causes each spin to experience a slightly different

magnetic field, see Fig. 1.4. Since each spin experiences a slightly different

magnetic field we can think of each spin as possessing a slightly different res-

onance frequency, causing the spins to precess at different rates about H0.

Some spins will precess faster and others will precess slower, and eventually

the spins spread out in a fan-like pattern as the spins lose coherence. In order

to reestablish coherence after a time τ we apply a 180◦ inversion pulse, i.e.

flipping all the spins about the x’ axis. The effect of the inversion pulse is

that now the spins that were rotating faster are now behind the spins that are

rotating slower, and the spins that were previously rotating slower are ahead.

At time τ later the spins reform their coherence for a brief time before decoher-

ence takes over again; this is known as a spin echo and is illustrated in Fig 1.4.

We can again reform the coherence by applying another 180◦ pulse. Another

spin echo will thus appear, albeit with a decreased amplitude compared to the

first one. If you form a train of spin echoes you will find the the amplitude of

9
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Figure 1.4: a) A π/2 pulse rotates the spins 90◦; b) the spins decohere in the
transverse plane producing a FID; c) the spins are flipped 180◦ by a π pulse;
and d) the spins reform their coherence resulting in a spin echo.

each echo is a functino of the total time 2τ

M1 = M0e
−2τ/T2 . (1.22)

Equation 1.22 allows you to determine the transverse relaxation times or spin-

spin relaxation time, T2.

However, we should note that T2 measures the field distribution the

sample experiences and distinguishes whether the inhomogeneity is caused by

randomly fluctuating internal fields, known as the homogenous broadening.

One method to measure the total field inhomogeneity due to static inhomo-

geneous external and internal fields is to examine the decay of an individual

spin echo. Each echo decays with a time constant proportional to exp(−t/T ∗2 ).

T ∗2 is a measurement that reflects both the fluctuating and static field distri-

butions that usually correspond to the internal and external magnetic field

10



inhomogeneities of the sample.

Measuring a different relaxation time in the longitudinal direction, spin-

lattice relaxation, can help distinguish between different materials in MRI

imaging or determining the pairing symmetry of conduction electrons in a

superconductor. When we tip spins in the transverse plane, in addition to los-

ing coherence in the transverse plane, they also tip back towards the external

field to reestablish equilibrium. When relaxing back to equilibrium, energy is

given up in the process ultimately to the lattice. Interactions with conduction

electrons, magnetic ions, and moving nuclear spins often determine the char-

acteristic time T1 it takes for the spins to realign with the external polarizing

field.

Typical methods to measure the spin-lattice relaxation time involve

tipping the spins into the transverse plane and then observing how much has

recovered longitudinally. In the saturation recovery pulse sequence we use a

saturation comb of multiple π/2 pulses to randomize the spins creating zero

net magnetization. After waiting a variable time t we apply a π/2 pulse to tip

the spins back into the longitudinal direction and then induce a spin echo a

fixed time later. By varying the time t between the saturation comb and π/2

pulse we find that the echo amplitude decreases according to

M(t) = M0(1− e−t/T1). (1.23)

Details of spin lattice relaxation in a superconductor will be examined in Chap-

ter 4.
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Figure 1.5: Setup for conventional coil NMR.

1.4 Experimental setup for conventional NMR

Typical conventional NMR experiments are performed utilizing a setup

as shown in Fig. 1.5. The sample is placed in a large magnetic field that

produces the polarizing field H0. A coil is wrapped around the sample with

its axis perpendicular to the polarizing field. RF pulses are sent to the coil

at specific time intervals producing H1 fields to tip the spins. The motion of

the spins in the transverse plane is picked up inductively by the coil through

Faraday’s Law and is sent to a bank of amplifiers and a frequency demodulator

to resolve the spin signals. Conventional NMR works well for large samples,

but has limitations as we will see below.

12



1.5 Magnetic Resonance Force Microscopy

Magnetic Resonance Force Microscopy (MRFM) was conceived by Si-

dles as a means to achieve nanoscale spin sensitivity through the combination

of scanning probe microscopy (SPM) and NMR/MRI [7]. SPM techniques like

atomic force microscopy (AFM) and scanning tunneling microscopy (STM)

utilize an extremely sharp tip, down to single atom sharpness in some cases,

to achieve atomic scale resolution of a sample surface [8] [9]. However, one of

the primary limitations of most SPM techniques is that they are purely sur-

face techniques, unable to probe beneath the surface. MRI on the other hand

easily probes beneath the surface of samples as can be readily seen through

the MRIs at hospitals that produce 3-D images of a patient. However, current

conventional MRI techniques are limited to a sensitivity of approximately 0.1

mm3.

The basic idea behind MRFM involves coupling a mechanical resonator

to a magnet producing a large field gradient, [10] [11]. Using Fig. 1.6 as a guide

we see that the sample is mounted on an AFM-like cantilever. The motion

of the cantilever is detected through a laser fiber interferometer. Parallel to

the sample there is a cylindrical magnet that produces a field gradient at the

sample. Above the sample there is a RF coil that modulates the magnetization

of the sample. Unlike conventional NMR the RF coil in this case does not

detect the motion of the spins, for MRFM that is accomplished through the

cantilever. The force produced on the cantilever is

~F (t) = ( ~M(t) · ~∇) ~B (1.24)
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where ~M(t) is the time varying magnetization of the sample and∇B is the field

gradient produced by the magnet. MRFM detection involves the RF manipu-

lating the spins with some time-varying component, and this, in conjunction

with the applied field gradient will produce an oscillating force, causing the

cantilever to oscillate which is monitored by the laser interferometer.

One of the primary future goals of MRFM is to obtain direct 3-D atomic

resolution spin images. Conventional NMR is currently able to determine the

structure of some molecules through extremely careful calculations and de-

ductions. In addition to attaining high resolution spin images, the MRFM

detection scheme allows it to probe samples where the linewidth has broad-

ened too greatly for conventional NMR to resolve. Another difference is that

conventional NMR scans are typically performed by pulsing and then observ-

ing the evolution of the spins as a function of time. For instance, the FIDs

and spin echoes seen in Fig. 1.4 would show up on the trace of an oscilloscope.

MRFM detection differs from conventional NMR in that a RF modulation can

be applied to probe the “position” of the spins at one particular increment

of time. Through applying the RF modulation pulse at specific time points,

MRFM can map out the evolution of the spins as a function of time as in

conventional NMR and build up to an image like Fig. 1.4. This has the ad-

vantage in that you can probe the spins during the pulse, which is not possible

with conventional NMR due to ringing from the amplifier immediately after

the pulse that distorts the signal. Probing the spins during the pulse could

conceivable allow you to examine T1 in real time if T1 is shorter than the RF

14
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pulse length.

1.6 Sensitivity of MRFM vs. conventional NMR

Let us compare the detection sensitivity of conventional NMR versus

MRFM. Using arguments from Nestle et al. we can write a general signal-to-

noise ratio

SNR ∝
√

ωQ

kmT
(1.25)

where ω is the operating mechanical oscillator frequency, Q a general quality

factor, km a “magnetic” spring constant, and T temperature [12]. We will first

apply this equation to conventional NMR. We can rewrite Eq. 1.25 using the

following definitions

km =
L

B2
i

(1.26)

Q =
ωL

R
(1.27)

Bi ∝
n

l
(1.28)

R ∝ nd

(l/n)2
=
n3d

l2
(1.29)

where L is the inductance of the coil, Bi the field produced by the coil, R the

resistance, n the number of turns, l/n the wire thickness, d the diameter, and

l the length of the coil. Plugging these terms into Eq. 1.25 we obtain

SNR ∝ ω√
nd
. (1.30)

If we chose to scale down the dimensions of the coil by half, effectively halving

the diameter, we find that we gain a
√

2x increase in the signal to noise ratio.
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Now taking a look at the MRFM case we can write the “magnetic”

spring constant as a function of the gradient field G and the spring constant

of the cantilever k [13]

km =
k

G2
. (1.31)

The signal to noise ratio can now be written as

SNR ∝
√
G2ωQ

kT
. (1.32)

If we scale down the cantilever and halve its spring constant and double the

gradient by also decreasing the magnet size, we gain 2
√

2 in signal. We thus see

that for the same scaling factor we realize a much larger gain in signal through

MRFM versus conventional NMR. Besides this purely theoretical exercise there

are several practical reasons why MRFM is more scalable than conventional

NMR. In conventional NMR SNR is largely dependent on how much of the

volume within the coil is occupied, known commonly as filling factor. For very

small coils it becomes very difficult to achieve a high filling factor since the

thickness of the wire and sample holder become comparable.

MRFM on the other hand scales quite easily primarily due to the ad-

vancement of microfabrication techniques. Making low spring constant can-

tilevers and small well-defined magnets requires precise control of silicon etch-

ing and metal deposition processes. Since these techniques have been more

or less consistent with Moore’s Law there appears to be ample room for scal-

ing. The answer to the question of whether single nuclear spin resolution can

17



be achieved becomes one of when, not if (though it appears that the current

generation of MRFM detection techniques may not be the answer).

The magnetization from the spins is derived from Curie’s law and thus

Eq. 1.24 can be rewritten as

F =
Nγ2~2I(I + 1)

3kBT
H0∇H (1.33)

where I is the spin quantum number. The minimum detectable force is

F =

√
4kkBT∆ν

ωQ
(1.34)

where k is the spring constant, ∆ν = 1/4τc is the detection bandwidth with

time constant τc, ω the cantilever frequency, and Q the quality factor of the

cantilever.

Examining this equation there appear several routes to high detection

sensitivity. The temperature is the easiest to manipulate since it involves the

use of cryogens. Designing cantilevers with low spring constants and high qual-

ity factors is crucial although current micro-electro-mechanical (MEMS) fab-

rication techniques and physical limitations constrain them to values around

k = 10−5 N/m and Q = 106, respectively. The cantilever frequency cannot be

raised significantly since that would violate the adiabatic condition and the

detection bandwidth is limited to certain values due to noise washing out the

signal at small time constants.
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1.7 Cyclic adiabatic inversion

One of the crucial aspects of MRFM to realize a strong signal is to

bridge the large gap in resonance frequency between the spins and cantilever.

In typical NMR experiments the spins are precessing at several hundred MHz

while a typical cantilever has a resonance frequency of only a few kHz. We

must transfer the motion of the quickly precessing spins to the relatively slow

oscillating cantilever. The technique we use to bridge the resonance frequency

gap is a type of repeated adiabatic rapid passage known as cyclic adiabatic

inversion (CAI), see Fig. 1.7 [14] . Initially, the spins are off-resonance pre-

cessing about the static magnetic field H0. We then apply a field from the RF

coil that starts off-resonance and then brings the spins to resonance (x′ − y′

plane in the rotating frame). Once at resonance we modulate the RF field

about the resonance frequency with a modulation frequency that is equal to

the cantilever’s resonance frequency. The effective field can be written as

~Heff =
Ω

γ
cos(ωosct)ẑ +H1x̂

′ (1.35)

where Ω is the modulation depth. The modulation about the resonance fre-

quency creates a time varying magnetization resulting in a time varying force

causing the cantilever to vibrate. The frequency modulation also ensures this

force occurs at the cantilever resonance frequency, thus significantly enhancing

the cantilever response.

Since CAI is an adiabatic process a restriction exists in that the mod-

ulation must be done “slowly enough” that we don’t lose the spins. If we
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Figure 1.7: a) cyclic adiabatic inversion with amplitude Ω and frequency 1/ωosc
about the resonance field ω. b) In the lab frame the spins move above and
below the transverse plane with amplitude Ω.

modulate too quickly the spins will not follow the effective field Heff and

the magnetization will not be modulated. The condition for how fast we can

modulate the spins can be written as

Ω� (γB1)2

ωosc
. (1.36)

Miller examined what exactly� meant and through a systematic study where

he changed Ω and from the resulting signal he found that � meant roughly 6

[15].

CAI for MRFM only allows measurement of spins along the longitudi-

nal direction, a direct contrast to coil NMR which is sensitive to the transverse

direction. In addition, CAI usually only allows you to measure the magneti-

zation at a specific time unlike coil NMR where you can observe the evolution

of the spins across time. Thus adapting pulse sequences developed for coil
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Figure 1.8: π/2-τ -π-t-π/2-τx-CAI where τx is varied to obtain the spin echo.
The spin echo is shown above where the center occurs at 2τ . From this plot
we can see that by choosing t smaller than τ we have obtained a point on the
spin echo far from its peak.

NMR requires we add an additional CAI pulse after the coil NMR sequence

as well as varying the times at which we apply the CAI pulse. For example,

in the spin echo pulse sequence described previously we utilized π/2-τ -π. For

MRFM we would modify this sequence to π/2-τ -π-t-π/2-τx-CAI, see Fig. 1.8.

The additional π/2 pulse tips the spins back into the longitudinal direction so

the spins will be detectable for MRFM. We then wait a time τx before apply-

ing a CAI pulse to sample the magnetization. In order to map out the spin

echo we essentially start with a t smaller than τ and end with a value greater

than τ ; essentially the width of the spin echo will determine the width of the

magnetic field distribution.
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1.8 Resonance slice and imaging

The high resolution capabilities of MRFM are derived primarily from

the high field gradient from a nearby magnet. We can think of the gradient

splitting up space into thin volume slices where the magnetic field is essentially

constant and the resonance condition for only one magnetic field is satisfied.

The geometry of these thin volume slices are modified by Ω since the spins are

modulated about the resonance through CAI. We can then define the thickness

of these slices as

∆z =
2Ω

γ∇B (1.37)

commonly termed the resonance slice. We can tune the resonance slice to

nanoscale dimensions primarily by increasing the field gradient. If we are de-

tecting protons with a field gradient of 106 T/m then we can reach a resonance

slice width of approximately 4 nm. Imaging in conventional NMR and MRI is

also done using a gradient and resonance slices, but such slices tend to be much

larger due to the size of the gradient magnets used, and more importantly their

signal resolution limits them to large slices with many spins providing a large

signal.

Imaging with the presence of the resonance slice requires that we know

the magnetic field profile of the gradient magnet. We must determine what

part of the sample is intersected by the resonance slice in order to determine

the spin contribution from that part of the sample. We can thus rewrite the
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Figure 1.9: a) Resonance slice shape for a magnet with shape. b). Notice that
the thickness of the slice is not constant and depends on the position. Equation
1.37 applies only for one particular point in space that has a particular field
gradient [23].

force equation as

Fz =

∫
V

dx3Mz(x)∂zBz (1.38)

[17]. We must determine the field profile for the gradient magnet based on its

geometry and distance from the sample. The field profile tells us the shape of

the resonance slice and from it we can take the force data and deconvolute it

to obtain an image. An example is shown in Fig. 1.9.
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Chapter 2

Experimental details of magnetic resonance

force microscopy

2.1 He-3 cryostat

Our microscope is mounted at the base of an Oxford Heliox VL cryo-

stat. The cryostat is designed to reach a base temperature of 300 mK using

helium-3. The vacuum can for the probe is affixed using vacuum grease and

the inner vacuum chamber (IVC) must be pumped out immediately after it

is placed onto the cryostat to avoid slippage. Detailed instructions for low

temperature operation is given in the Heliox manual so we will only discuss

the basic concepts of its operation.

Generation of the base temperature occurs in two steps. Helium-4

is drawn into the 1 K pot through the needle valve which is then pumped

on, reducing the vapor pressure above the liquid and removing heat. The

temperature in the 1 K pot then drops to around 1.5 K through evaporative

cooling. With the 1 K pot at its base temperature, the sorb in the charcoal

in the He-3 space is heated to 30 K releasing the He-3 gas. The helium-3 gas

liquefies and flows past the 1 K pot down to the helium-3 pot. The helium-3

pot is then pumped on by cooling the same sorb and the base temperature of
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300 mK is reached shortly thereafter.

Wiring used in the probe consisted of Niclad-coated copper wires and

Lakeshore low temperature coaxial cables (CC-SS and CC-C) for RF cabling.

It is essential that all wiring is heatsunk at both the 1 K pot and He-3 pot.

Originally, the RF wire was conventional RG-154, however the thickness of

the wire and material type brought a large amount of heat into the probehead

preventing the attainment of the base temperature. The wire feedthroughs

at the top of the probe were sealed with 1266 Stycast epoxy. Several layers

of Stycast should be carefully applied in order to ensure against any vacuum

leaks.

2.2 Probehead

The probehead consists of two pairs of Attocube-type stages to position

the fiber interferometer with respect to the micro-oscillator and the gradient

magnet relative to the sample and a copper plate that holds the cantilever and

the RF board, Fig. 2.1.

The cantilever holder consists of a bronze clip and a disk piezo that

can actuate the cantilever at various frequencies, see Fig. 2.22 The RF board

is affixed to the copper plate through an insulating nylon plate. The entire

probehead is mounted at the base of the helium-3 pot.
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Figure 2.1: Microscope head of the He-3 probe
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Figure 2.2: Blow up of the microscope head
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2.3 Attocube-type positioners

The Attocube-type stages are stick-slip type stages with coarse motion

over several millimeters and finer motion down to the sub-nanometer level.

The Attocube-type stages consist of a 3.5 mm x 4.5 mm x 10 mm stack piezo

that is epoxied with Epotek H77 black epoxy to a 10 mm long graphite rod.

This combination is then expoxied to a base plate on the piezo face end.

The graphite end is then clamped by two pieces where the clamping force is

adjusted by two 2-56 screws with a spring underneath each screw, see Fig. 2.3.

The plate and the two clamping pieces are machined out of titanium

since it is lightweight and non-magnetic. A sawtooth wave is then sent to

the piezo as shown in Fig. 2.4. The reason we require the sawtooth shape to

induce motion is because when the voltage ramps up slowly the piezo expands

sliding the graphite forward with the attached clamp, the stick phase. The

rod was chosen to be graphite because it acts as a lubricant that also allows

for a sliding motion. The voltage is then rapidly brought to zero and the

piezo contracts, the slip phase. However, since little friction from the clamp is

holding the graphite, it slips and we maintain the forward progress achieved

during the stick phase. Through a series of waveforms we can transverse large

distances in a step by step manner. A typical step size at room temperature

is approximately 3 µm while at low temperatures this is reduced to 1 µm.

There are several important considerations when using the Attocube-

type positioners. The most important one is that the motion between the

positive and negative directions is not always linear. At some positions each
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Figure 2.3: 3-D CAD drawing of Attocube stages [18]
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Figure 2.4: a) Initial state of the stage, b) The piezo is slowly expanded by a
rising voltage causing the clamp and graphite rod to move forward as well. c)
The voltage applied to the piezo is rapidly ramped to zero causing the piezo to
retract. The graphite rod “slips” within the clamp and moves back with the
piezo while the intertia of the clamps keeps them stationary, thus completing
one step forward.
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sawtooth wave produces a larger or smaller step. It may not seem obvious

that non-linearity would exist based upon the design of the stages, but we

suspect that it is due to imperfections on the interface between the graphite

rod and the two clamping pieces. The surface roughness of the two clamping

pieces and graphite rod is not uniform so we can imagine that at some areas

the friction is higher than in others. The non-uniformity of surface roughness

can cause movement that deviates as much as 100% between one position and

another.

The other consideration with the Attocube-type stages is how tight we

should clamp the graphite rod. Since MRFM experiments are run at high

magnetic fields and the titanium in the stages are not 100% non-magnetic,

the z -stages tend to slip downward. This can have unintended consequences

such as the fiber crashing into the cantilever or the gradient magnet being in

a position we did not expect. The simple solution is to tighten the screws in

the two clamping pieces to prevent slippage. However, there is a compromise

in that we must now use a much higher voltage sawtooth wave to actuate the

stages. At low temperatures where high voltages are already needed to induce

movement and given that the piezos have a maximum voltage input of 150 V,

it becomes very difficult to actuate the stages with very high clamping forces

at low temperature. What we do is, in effect, compromise by allowing a little

slippage in the z-stages while enabling movement at low temperatures. In

order to prevent the fiber from crashing into the cantilever we apply feedback

to control the fiber-cantilever distance. As for the gradient magnet, we monitor
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its position as we will discuss in the next section.

The primary advantage of the Attocube is its ability to traverse large

distances quickly and allow us to position the fiber as well as the gradient

magnet with respect to the cantilever quickly. However, the cost of this con-

venience is that the Attocubes tend to slip and vibrate. For example, after we

have aligned the fiber and cantilever in air, we affix the vacuum can to pump

out the IVC. The vibration induced in this action can cause the Attocubes

to slip, thus losing fiber to cantilever alignment. Re-alinging them is not too

difficult with some practice, however it can become a nuisance when a stage

moves in unpredictable directions. An alternate design would have been to af-

fix the fiber to a permanent structure with respect to the cantilever preventing

any type of movement. However, the price of this design is that it can take

a long time to align them initially since precise positioners are typically not

available and adjustments can only be made ex situ, no adjustments can be

made under vacuum and at low temperatures. For most of the experiments de-

scribed in this dissertation the Attocubes are adequate, but for more sensitive

experiments where limited spurious movement between the fiber and cantilever

caused by thermal fluctuations or vibrations is required, an alternate design

may be more preferable.

2.4 Capacitor position sensor

Due to the step size non-linearity of the Attocubes it was essential to

utilize some sort of sensor to determine exactly how much distance the stages

32



had traversed. Initially we used an interferometer to measure the step size

by observing the number of steps it took to traverse a fringe. However, this

technique often gave us false readings because when calibrating for small step

sizes sometimes the stages seemed to be oscillating about a point instead of

moving in just one direction thus giving us the impression that it was traversing

a fringe when in fact it was just going back and forth across the same fringe.

The other problem with the interferometer is that we could not measure the

distance when performing an experiment because repositioning the fiber to

shine on the stages and then back to the cantilever is a risky process that

usually results in us not having any idea where the fiber is.

Given the limitations of interferometric detection we utilized resistive

detection as the next technique. The resistor itself is a linear potentiometer

that measures resistance depending on its position on a sliding stick, see Fig.

2.5. We affixed the resistor to the top plate of our z -stage and achieved a

resolution of around 1 Ω/µm. This setup works very well at room temperature

since it enabled us to directly measure the position of the gradient magnet.

However, at low temperatures it becomes difficult to use because it adds an

additional frictional force that must be overcome to induce motion. At low

temperatures the movement of the stage is already marginal and adding the

resistor made movement much more difficult.

Thus our solution was to use capacitive detection due to its frictionless

operation and high sensitivity [19]. The design we employ is a cylindrical

capacitor with a small gap between the two pieces, Fig. 2.6. The capacitance
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Figure 2.5: Resistor for measuring distance

for a cylindrical capacitor is defined as

C = 2πε0
L

ln(b/a)
(2.1)

where ε0 = 8.85 pF/m in air, L is the length of the capacitor, and b and a

are the diameters of the outer and inner conductors, respectively. We chose

OFHC copper as the material and the dimensions are approximately L =

10 mm, b = 4 mm, and a = 3.9 mm. We thus obtain a total predicted

capacitance of 21.9521 pF. Now say that we want to vary the length by 10 µm,

we then obtain a capacitance of 21.9302 pF a difference of 0.0219 pF. In order

to measure such a small capacitance change we initially used a capacitance

bridge where the capacitance was measured through a null voltage using lock-

in detection. Unfortunately the bridge we had in the lab was old and not very

accurate yielding different results each time it was used. Then fortuitously

a former colleague informed us that a chip had been developed by Analog

Devices which converts an analog capacitance signal into a digital signal that

can be read on a computer. We purchased the EVAL-AD7746BZ board and

it enables resolution down to 10−6 pF which allows us to reach nanometer
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Figure 2.6: Schematic of cylindrical capacitor for distance measurements.

resolution. Some signal averaging is required to sharpen the resolution, but

we have observed a resolution down to 300 nm. This is quite a bit larger than

the predicted resolution of 1 nm and most of this is due to poor connections

between the coaxial cable in the probe and the wires on the capacitor as well as

electrical noise. Despite the relatively poor resolution, it is more than sufficient

for most of our scanning needs.

2.5 Cantilevers

Ideally for NMRFM we prefer cantilevers with low spring constant, high

Q, and low resonance frequency. Low spring constant and high Q cantilevers
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contribute to higher force resolution. However, we should note that extremely

high Q’s can make the experiment more difficult due to RF heating of the

cantilevers causing the resonance peak to shift. In order to work around this

problem active feedback can be utilized to artificially damp the Q while keeping

the actual Q the same [20]. As for the resonance frequency, ideally it would be

as high as possible to enhance the force resolution. However, we need to obey

the adiabatic condition and so this usually limits us to resonance frequencies

of roughly 5 kHz or less.

In order to maximize the force resolution of our cantilevers we utilize a

bar geometry with a pad for loading samples onto. The resonance frequency

and spring constant of a thin bar cantilever (t� w) can be written as

k =
1.03

4
E
wt3

l3
(2.2)

f =
3.516

2π

(
E

12ρ

)1/2
t

l2
(2.3)

where w is the width, t the thickness, l the length, E the Young’s modulus,

and ρ the density of the cantilever [21]. Examining these equations shows that

making long, thin cantilevers yields the lowest spring constant.

We commonly employ two methods to characterize the cantilever, ei-

ther a frequency sweep or a noise scan. In the frequency sweep we drive the

cantilever at specific frequencies using the disk piezo and measure the AC am-

plitude of the cantilever at each frequency. Fig. 2.7 shows a typical frequency

sweep scan. The frequency sweep method is a quick and easy-to-use method

to determine the resonance frequency and Q. The shape of the lorenztian helps
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Figure 2.7: Driven scan at different pressures. We can see the signal amplitude
increase as the Q increases due to lower pressures.

to determine whether the cantilever has incurred any damage such as running

epoxy or opening frictional cracks.

Typically, we perform the frequency sweep at the highest possible drive

amplitude (although not exceeding 1 V) to obtain the best possible signal.

However, sometimes the response of the cantilever is extremely strong and

it is necessary to either decrease the drive amplitude or increase the lock-in

sensitivity to obtain an accurate signal.

Noise scans enable us to determine not only the resonance frequency

and Q of the cantilever, but the spring constant as well. The equipartation

theorem states that

1

2
k < x2 >=

1

2
kBT (2.4)
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where < x2 > is proportional to the spectral density of the oscillator [22].

In a noise scan we perform a time domain scan of the cantilever without

any outside actuation and then perform a Fourier transform to obtain the

frequency spectrum. First we tell the lock-in to look at the amplitude of the

cantilever in a range of frequencies about the guessed resonance frequency for

several seconds. This time series data will look like random noise. However,

when we Fourier transform the squared voltage signal we obtain the frequency

response of the cantilever. Fig. 2.8 shows a typical Fourier transformed noise

scan of the cantilever described in Fig. 2.9. The frequency resolution is set by

the bandwidth of the lock-in measurement. The lock-in can only store 16,384

points in its buffer, so a larger bandwidth will restrict the frequency resolution.

Once we have obtained the spectral density we need to convert this

value to amplitude

< x2 >=

(
λ

2πVpp

)2

V 2 (2.5)

where λ is the wavelength of the laser, V 2 is the square of the signal amplitude,

and Vpp is the peak to peak voltage of the interference fringe. This converts

the spectral density from units of volts squared to meters squared. We then

utilize Eq. 2.4 to obtain the spring constant.

Conversely, if we already measured the spring constant we can use a

noise scan to determine the temperature of the cantilever. This is important in

low temperature measurements since the thermometer is located on the copper

plate to which the cantilever is affixed to and not directly on the cantilever.

Thus the noise scan is the most accurate way to determine the cantilever
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Figure 2.8: Power spectral density at 6 K. This yields k = 10−4 N/m at a
resonance frequency of 1.4 kHz.

Figure 2.9: Single crystal Si cantilever with dimensions of 5 µm x 400 µm x
340 nm.
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temperature, an important consideration for SNR calculations and samples

that undergo phase transitions at particular temperatures. However, while

a noise scan is an accurate method to determine the temperature or spring

constant it is not a precise method. In our experience we typically see a

standard deviation of roughly 10%. Some of the reasons for the cause of this

lack of precision is electronic noise in the detection and unstable vibrations

the cantilever experiences. Thus we interpret the noise scan measurements to

yield good accuracy but poor precision thus giving us only ballpark estimates

of the spring constant and temperature.

2.6 Fiber interferometer

In order to read out the motion of the cantilever we utilize an infrared

fiber interferometer [23]. The interferometer is advantageous in that it is

compact and produces minimal low frequency noise. The schematic for our

interferometery setup is shown in Fig. 2.10. A 1550 nm laser is used as our

light source and it travels down path 1 into the directional coupler. Previously,

the lab had used visible red lasers, but they were found to cause heating of the

cantilever since the wavelength bridges the bandgap of silicon [24]. The light

is split into a 90/10 ratio, with the 90% portion traveling down path 2 and

the 10% portion traveling down path 3 towards the cantilever. The reason the

90% portion is not used to detect the cantilever is because it results in extra

radiation heating of the cantilever. For the portion traveling down path 3,

96% of the light intensity travels towards the cantilever, while 4% is reflected
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Figure 2.10: Fiber interferometer setup. Light travels from the laser into the
90/10 coupler. 90% of the light is dumped while the other 10% travels towards
the cantilever and is reflected back into the coupler. The resulting signal travels
through the preamp and into the photodiode to produce a voltage.

back into the coupler due to the ratio of the index of refraction of glass with

respect to air. The light exiting the fiber reflects off the cantilever and much

of it travels back into path 3. The cleaved end of the fiber is typically placed

approximately 50 µm or less from the cantilever in order to maximize the

signal reflecting back into the fiber. The two reflected light waves interfere

and a fraction of it is sent down path 4 to the photodiode. The light is

converted to a current by the photodiode and the current is then converted

into a voltage by an op-amp circuit.

It is important to note that the photodiode signal consists of an AC and

DC component. The DC component is measured by a voltmeter and is related
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to the distance between fiber and cantilever (assuming all of the laser light is

incident on the cantilever). By adjusting the fiber-cantilever distance we will

see fringes appear as shown in Fig. 2.11. The peak-to-peak distance represents

a movement of distance λ/2. While running experiments we would like to keep

the fiber to cantilever distance fixed for DC. We thus use a simple feedback

circuit, details of which can be found in Yong Lee’s thesis, which varies the

voltage of the z -piezo stack from 0 to 36 V in the fiber Attocube so that the

fiber-cantilever distance remains constant for DC. The point on the fringe that

we hope to stay on is in the middle since it yields the highest sensitivity and

its linearity ensures a constant sensitivity over the largest range.

The AC part of the photodiode signal represents the oscillation of the

cantilever. Here you might ask how that is possible if the DC part is keeping

the fiber-cantilever distance constant, wouldn’t that always result in a net

oscillation amplitude of zero? The key to resolving this dilemma is realizing

that typical cantilever resonance frequencies are in the kilohertz range while

our DC feedback is done typically only below 200 Hz. Thus the DC feedback

only keeps the fiber-cantilever distance constant at low frequencies and does

not affect or detect higher frequency oscillations by the cantilever. We can

thus think of the AC signal as oscillating about the midpoint of the fringe.

2.7 RF circuitry

In order to generate radiofrequency fields we utilize a small coil which

we wrap by hand about either a pipette or resistor leg. The magnetic field of
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Figure 2.11: Each complete fringe represents λ/2 in length. We lock onto the
linear region which occurs at λ/4 [25].
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a coil is defined as

B =
1

2
µ0
N

L
I

[
z0√

z2
0 +R2

− z0 − L√
(z0 − L)2 +R2

]
(2.6)

where N is the number of turns, L the length, I the current, z0 the distance

z outside the coil measured along the axis from the middle of the top turn,

and R the radius of the coil [26]. In order to maximize the field generated by

the coil, we wrap coils with a few turns, a small radii and use as much current

as possible. Our coils are made from Niclad coated copper wire; the Niclad

coating is an insulating coating that prevents shorts between the individual

turns. The coils we used were 3.5 turns with inner diameters of 800 µm and

1700 µm.

In order to deliver maximum power from the RF power amplifier to the

coil we must utilize a tuned, or impedance matched, network. We achieve this

by using tuning capacitors that can change the overall impedance of the circuit.

The circuit diagram for our RF circuit is shown in Fig. 2.12. The capacitors

are located outside of the probe separated by a long coaxial cable (Lakeshore

CC-C-50 due to its low thermal conductivity). Ideally, the capacitors would be

located closer to the coil to ensure better tuning, however it becomes difficult

to tune at low temperatures since we cannot access the tuning capacitors when

the IVC is sealed.

The tuning capacitors are either parallel tuned series matched, or series

tuned parallel matched as shown in Fig. 2.13. Ultimately, the configuration

we chose to use was the one that tuned to the frequency we wanted. If one
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Figure 2.12: Schematic for RF components.

configuration did not work, we resoldered the wires to switch to the other

configuration. In our experience, attempting to calculate what the best con-

figuration to use is difficult because there is always something that causes

reality to differ greatly from the calculated values.

In order to determine the accuracy of tuning we utilized an HP Network

Analyzer. If all the components are very rigid it is possible to tune to within

1% of 50 Ω and within a few degrees of 0◦ phase shifts.

Our RF amplifier is an ENI model 5100L-NMR designed to amplify

50 dB with a maximum output of 100 Watts. When performing MRFM ex-

periments, the amplifier must be set to send out continuous waves instead

of the pulse waves used in conventional NMR. A RF switch (Mini-Circuits

ZFSWHA-1-20) gates the input to the RF amplifier.
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a) b)

Figure 2.13: a) Parallel matched series tuned b) series matched and parallel
tuned.

The RF signal is generated by a Rhode and Schwarz SMH signal gener-

ator. For maximum power output we set the output level to 2.0 dBm instead

of 0 dBm since there is some loss going through the RF switch. In order to

achieve accurate modulation the modulation input should be set to 0.707 V

and the modulation frequency controlled through the front panel of the signal

generator.

Finally, the modulation signal and gating pulses are generated by a

Labview program. Using a DAQ card the modulation waveform is generated

through individual points. Due to restrictions in the hardware the smallest

pulse we are able to generate is 1 µs, which is sufficient for most applications.

Our modulation first starts several hundred kilohertz off resonance and then a

slow ramp over 10 ms brings the spins into resonance. We set the modulation

frequency to be the maximum amplitude allowed by the adiabatic condition

since this yields the largest signals, Ω � (γB1)2/ωosc, see section 1.7. Our
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modulation scheme utilizes a triangular waveform since it generates the clear-

est artifacts, which will be discussed later in the chapter. In addition to the

modulation, our Labiew program also simultaneously sends out a gating pulse

to the Nicolet digitizer as well the RF switch. It also sends out a reference fre-

quency for the lock-in amplifier that is matched to the modulation frequency.

2.8 Lock-in detection

A lock-in amplifier is essentially a device that only amplifies signals

at a specific frequency. However, obtaining good data requires the user to

correctly set the time constant. The time constant, τ , is defined in terms of

the frequency bandwidth of detection, ∆f ,

∆f =
1

4τ
(2.7)

The higher the time constant the smaller the bandwidth of detection and thus

less noise is present. Obviously, we would like to keep the time constant as

large as possible to reduce the noise, however, that would only work if all

signals are perfect delta functions. Unfortunately, time-varying signals have

some spread across a main central frequency and when we perform a scan we

must choose the right time constant to accurately ascertain what the cantilever

signal is.

Let us examine an example of what happens when the incorrect time

constant is used. In Fig. 2.14 we show artifact signals obtained at different

time constants. The first thing to note is that for a small time constant the
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waveforms are noisy. This should be expected since we are increasing the

bandwidth and introducing more noise into the system. The next thing to

notice is that for larger time constants the amplitude decreases. Increasing

the time constant, or reducing the frequency bandwidth, cuts out important

parts of the signal because our field of view is too narrow, thus eliminating

contributions to the signal. In addition, the peak of the curves occur later

as the time constant is increased. The Q of the cantilever also plays a role.

Small Q cantilevers will ring down slowly after a CAI pulse and across a large

frequency spread. Large Q cantilevers ring down quickly and over a small

frequency spread. The time constant should be chosen so that for small Q’s

a longer time constant is chosen while for large Q’s a shorter time constant is

possible. For larger time constants, it takes a longer amount of time to detect

the signal so the peaks occur later. So which peak is the correct one? In

this case, the CAI sequence was applied for 95 ms so the maximum cantilever

signal should occur at 95 ms. From the figure we can see the peak of the

waveform with a time constant at 50 ms is just above 100 ms. If we decrease

the time constant to 20 ms, the peak moves towards 50 ms. Thus, in this case

we would choose to run the experiment with a time constant of 50 ms since it

most closely represents what the true signal is. Finding the right peak requires

you to know roughly what it should look like beforehand.

Another example that illuminates how to use the lock-in is a driven

scan of the cantilever. In a driven scan we utilize a function generator to send

a signal to the shaker piezo next to the cantilever to induce driven oscillations
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Figure 2.14: Artifacts for 20 ms, 50 ms, 100 ms, and 200 ms time constants
with the center of each peak marked by a black line.

of the cantilever at certain frequencies. By sweeping the frequencies across an

appropriate range, the resonance peak of the cantilever can be found, as shown

in Fig. 2.7. While we are scanning, the function generator is simultaneously

sending a signal to the reference input of the lock-in. This signal tells the lock-

in at what frequency it should be targeting. Without this reference signal the

lock-in will have no idea at what frequency it should look for AC oscillations

of the cantilever. The reference signal is multiplied by the actual signal and

the result is integrated to yield a DC signal that is sent to an oscilloscope.
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2.9 Variable temperature insert

For low temperature and variable temperature operation in our NMR

magnet we utilize a Janis variable temperature insert (VTI). The VTI con-

sists of four separate chambers: the sample tube, helium reservoir, nitrogen

reservoir, and vacuum spaces separating the the three chambers. Before each

use we pump out the vacuum space to a high vacuum to prolong the VTI’s

cryogen hold time. In addition we flush out the needle valve connecting the

helium reservoir and sample space with nitrogen or helium gas in order to

blow out any blockages. The VTI is capable of achieving a base temperature

of 4.2 K and by pumping on the sample space we can attain 1.5 K. Variable

temperature control is achieved through adjusting the needle valve and the

amount of helium entering the sample space. Our past two Janis VTI’s were

damaged beyond repair because of a design flaw that made it easy for water to

accumulate in the nitrogen reservoir. The newer design makes this water accu-

mulation more difficult, but just to be safe we flush out the nitrogen reservoir

with nitrogen gas before each usage.

2.10 RF artifact

When we apply CAI pulses the cantilever amplitude will ramp up re-

gardless of whether a spin signal is causing it or not. We term this excita-

tion an artifact and the source of this phenomenon is not well understood.

A commonly-believed reason is heat generated by the coil modulated by the

CAI, causing eddy currents to oscillate and causing the cantilever to ring up
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[27]. However, in contradiction to this explanation often times we will observe

an artifact due to an unmodulated RF pulse. Thus, we are not entirely sure

of its origins except that heat seems to play some role. Yet, if the artifact

level is constant then we can subtract it out as a background. A phase cycling

scheme sends out a negative CAI pulse right after a positive one to cancel out

the effects of the artifact [28].

Nevertheless instead of being a nuisance of noise it is a convenient way

for us to check that our microscope is operating properly. Before starting a

NMRFM experiment we check that the artifact level is constant. If the artifact

level is not constant it makes it difficult to subtract it out as a background and

see the spin signal. A fluctuating artifact usually implies either the cantilever

was damaged during sample loading, epoxy has run on over large parts of the

cantilever causing nonlinear oscillations, the cantilever is not centered in the

coil, or the coil is not connected properly to the rest of the tank circuit.

2.11 Gradient magnet

The gradient magnet is one of the key components to obtaining high

resolution measurements using MRFM. For our experiments we chose to use

Permalloy wire as our gradient magnet. Permalloy generates a modest mag-

netic field and gradient when placed several hundred microns away from the

sample. We determine the saturation magnetization of the magnet with a

superconducting quantum interference device (SQUID). Then by using the
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following equation

B(z) = 2πM0

[
z + L/2√

(z + L/2)2 + a2
− z − L/2√

(z + L/2)2 + a2

]
(2.8)

we can determine the field profile [29].

Determining the value of the field gradient at various positions is crucial

for obtaining accurate images. However, values determined from geometry

calculations are only approximate since they assume the magnet is perfectly

spherical, circular or otherwise ideal. One method to measure the gradient

field in situ is to measure the force at various magnet-sample separations

while varying the magnetic field. The derivative of the resulting curve will

yield the field gradient. However, this method suffers in that if distances are

not calibrated accurately in your probe the results will only be approximate,

albeit with higher precision than estimates from geometry. Recently Choi

et al. have proposed a high resolution in situ gradient magnet calibration

that does not require calibration of distance between the sample and magnet

[30]. An ultrasensitive cantilever resembling the types used in NMRFM is

fabricated with a small superconducting annulus at its end, see Fig. 2.15. The

cantilever has a spring constant around 10−4 N/m and Q greater than 1000

while the annulus is composed of niobium with a diameter of approximately

20 µm and a Tc of 9 K. When the annulus is superconducting, magnetic flux

through the annulus is quantized in units of the flux quantum Φ0 = h/2e =

2.07×10−15 Wb. Thus the magnetic moment in the annulus increases stepwise

depending on the number n of trapped flux quanta. The interaction between
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Figure 2.15: Schematic of ultrasensitive cantilever with superconducting an-
nulus

the magnetic moment and an external gradient field produce a stepwise force

on the cantilever

F = m dB/dz (2.9)

where m is the magnetic moment and dB/dz the field gradient, this is very

similar to NMRFM detection. Thus one possible setup to measure the field

gradient is to use a cylindrical magnet with its face parallel to the annulus

and move it in 3-D with respect to the annulus and through measuring the

response determine the magnitude of the field gradient at various positions of

the gradient magnet.

In order to resolve what the field gradient is we first note that the

magnetic moment felt in the ring can be written as

m(n,Bext) = m1(n) +m2(Bext) (2.10)
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where m1(n) is the quantized flux and m2(Bext) = χBext from the magnet,

where χ is the magnet susceptibility. Then using Eq. 2.10 we can write the

force in the z -direction as

F (z) = (m1(n) +m2(Bext))
dB

dz
. (2.11)

If we expand B about equilibrium position B0 then Eq. 2.11 becomes

F (z) = (m1(1)n+ χB0)
dB

dz
+ χ

(
dB

dz

)2

z. (2.12)

Then relating the change in resonance frequency to a change in the spring

constant

∆ω

ω
=

1

2

∆k

k
(2.13)

we obtain

∆ω

ω
=

χ

2k

(
dB

dz

2)
(2.14)

[31]. This yields the field gradient as a function of the shift in resonance

frequency. However, if we want to be more precise by measuring at the level

of individual flux quanta then we set the displacement of the cantilever ∆z =

zeq(n) − zeq(n = 0) and note that at z = ∆z, F (∆z) is at equilibrium with

(k + ∆k)zeq thus yielding can

dB

dz
=

2n

∆z

m1(1)

χ

∆ω

ω
. (2.15)

Every newly introduced flux quanta n results in a slight change in the field

gradient. This is important when calibrating for very small distances. If we

assume that dB/dz = 10 T/m, k = 10−4 N/m, and ω = 2 kHz, then the
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resulting change in frequency will be 4 Hz which is well within the limits of

most electronics.

We performed a demonstration experiment to determine whether we

could resolve the gradient field of a magnet using this setup. A gradient

magnet is brought within 1 mm of the cantilever and is scanned towards the

cantilever. The cantilever was driven at its resonance frequency and we looked

for shifts in frequency from resonance. The resonance frequency was 1504 Hz,

Q = 1462, and k = 10−4 N/m at a temperature of 4 K and pressure of 10−5 torr.

The resulting data is shown in Fig. 2.16. The frequency steadily decreases

as we approach the cantilever implying the loop is admitting larger number

of flux quanta, n, and thus leading to a larger field gradient. However, we

do not observe individual flux quanta primarily because at the time we had

a difficult time calibrating our nanopositioner for submicron scale steps. In

conclusion, a small superconducting loop can be extremely sensitive to changes

in magnetic field and magnetic field gradient and with further optimization of

our measurement apparatus we should be able to reach the ultimate resolution

of individual flux jumps.

2.12 Achieving resonance

Detection of a spin signal in MRFM involves varying the magnetic field

the sample experiences until the resonance condition is satisfied. There are

three methods to vary the field the sample experiences. The first method is

to vary the field of the large superconducting magnet. This has the advantage
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Figure 2.16: Data for z-scan sweep.

in that it is easy to implement for certain magnets, keeps the gradient field

constant, and induces no vibrations in the probe due to any moving parts. The

drawback is that it consumes helium very quickly at high fields and adjusting

the field in NMR magnets like our Cryomagnetics magnet is time-consuming

to do. The second method is to physically move the gradient magnet towards

and away from the sample. This is the usual method we utilize when operat-

ing in the Cryomagnetics magnet to change the field. However, this method

has a couple of major drawbacks. First, it changes the gradient field as you

move closer to the sample, which must be taken into account when performing

image reconstruction. The other drawback is that you have to calibrate the

gradient magnet Attocube so it moves steadily at all temperatures. The final

disadvantage is that since laser light from the fiber can reflect off the magnet
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(due to some transmission through the cantilever), each time you move the

magnet you change the photodiode signal, often changing the fringe height.

Thus we have to constantly check the fringe height after moving the magnet

which can be somewhat time consuming.

The final detection method instead of changing H0 changes the fre-

quency ofH1 by sweeping the signal generator. Like the first method it requires

no moving parts and as a bonus requires no helium boil off. The disadvantage

depends on the Q of the tank circuit. If the Q is high then changing the fre-

quency will greatly affect the tuning and possibly prevent you from achieving

sufficient H1 to tip the spins. On the other hand, if the Q is very low, then we

can sweep across several MHz without greatly affecting the tuning. One other

thing that must be kept in mind is that at different frequencies the artifact

level will change. At resonance we realize the lowest artifact level and as we

move away from resonance in either direction the artifact level steadily goes

up. The reason for this behavior is not apparent to us since it would make

more sense for the artifact to have its highest level at resonance since the most

power is being applied.
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Chapter 3

Initial room temperature experiment on

ammonium sulfate

3.1 Conventional NMR

One of the most important requirements for obtaining an NMRFM

signal is sufficient H1 strength to overcome the local fields between the nuclei

and manipulate the spins. However, in NMRFM we do not know what the

H1 field strength is until we successfully obtain a spin signal and perform a

nutation experiment. Thus, we perform conventional NMR experiments using

the coil in the NMRFM probe to more directly ascertain what the generated

field strength is. We utilize a liquid sample with an abundance of the nuclei

of interest and perform FID and spin echo experiments to determine the field

strength.

For our conventional NMR experiment our block diagram is illustrated

in Fig. 3.1. Details of this type of experiment can be found in Dradnova and

Cobb’s theses so I will only review the basics of the block diagram [32] [33].

The signal from the transmitter travels to the tank circuit of our probe. A

crossed diode box before the tank circuit ensures none of the signal reflects

back toward the power amplifier. Our tuning capacitors were located at the
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Figure 3.1: Block diagram of conventional NMR experiment

top of the probe away from coil since this enabled us to tune easily while

sacrificing some signal. The signal from the tank circuit then travels to a λ/4

cable and multiple cross diode boxes to damp out the signal so it does not

damage the preamp. The preamp then takes the signal, amplifies it by 28

dBm and sends it towards the receiver.

For our sample we chose K3PO4 in distilled water because it is > 120%

soluble in water yielding a relatively high phosphorous concentration. While

the NMRFM experiment will be done on protons, we had to choose phospho-

rous as the nuclei for our conventional NMR experiment because our conven-

tional NMR spectrometer utilizes an 8 T field, while the NMRFM experiment

was done in a 3 T field. In addition K3PO4 is not acidic, so any leaks in our

capsule would not adversely affect our probe and magnet. We ran the experi-

ment at 138.9816 Mhz with the sample in the coil of the probe. The resulting
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spin echo from a π/2-τ -π sequence is shown in Fig. 3.2 with τ = 5 ms. We

maximized the amplitude of the spin echo by adjusting the length of the π/2

and π pulses. Once we determined the length of our π/2 pulse we utilized the

relation

θ = γH1t (3.1)

where θ is the angle through which the pulse tips the spins and t is the time of

the pulse, to determine the strength of the H1 field. We find that our H1 field

is 58 gauss which should be more than enough for a solid state experiment.

However since we rarely place the sample directly into the coil we need to know

the field drop off outside the coil. This is shown in Fig. 3.3 using Eq. 2.7. The

field drop off is rather gradual and even at 400 microns from the base of the coil

we can realize a field of approximately 42 gauss. Thus our conventional NMR

experiment confirmed that we had sufficient H1 field strength to manipulate

the spins for NMRFM.

3.2 Experimental Details of Room Temperature Scan

After we had confirmed we had sufficient H1 field strength to over-

come the local fields we proceeded with a NMRFM scan of ammonium sulfate,

(NH4)2SO4. We chose ammonium sulfate as our test sample since it has a high

density of protons (8 per molecule) providing a very strong signal that can be

easily seen. We chose a flake with approximate dimensions of 100 µm by 200

µm by 60 µm as seen in Fig. 3.4. The platelet-like geometry is important

because it most closely matches the shape of the resonance slice. By matching
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Figure 3.2: Spin echo centered at 5 ms.
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Figure 3.3: H1 field strength as a function of distance away from the bottom
of the coil.

61



Figure 3.4: Picture of the sample on the cantilever.

the sample geometry to the shape of the resonance slice we can maximize the

number of spins detected within the resonance slice, yielding a large signal.

The sample was first prepared by taking large single-crystal pellets of ammo-

nium sulfate, crushing them into smaller grains and then mounting them onto

the cantilever with silver epoxy.

The cantilevers we used were Veeco tipless AFM cantilevers with a

spring constant of 0.03 N/m. Although its force sensitivity is nearly 20 times

smaller than that of the long, thin high sensitivity cantilevers, we chose to

use the Veeco cantilevers since they were cheap and easy to find with the

fiber interferometer due to their large size. After mounting the sample on the

cantilevers the resonance frequency was 1.488 kHz with a quality factor of 500.

For our gradient magnet we utilized a commercial Permalloy wire (MWS
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Figure 3.5: Permalloy magnet field strength as function of distance away from
the sample.

Alloy 120) with a diameter of 0.40 mm. Since we wanted to maximize the sig-

nal and not perform high resolution scans in this experiment we chose this

magnet size to realize a large resonance slice. In addition, the larger size made

aligning with the cantilever much easier. SQUID measurements performed on

a small Permalloy sample yielded a magnetization of 9.39×105 emu/cm3. From

this we calculated the gradient and magnetic field curves as shown in Figs. 3.5

and 3.6. We chose to place the magnet 307 µm away from the sample to yield

Bmagnet = 0.1 T and ∇B = 500 T/m. These parameters are on a more linear

region of the gradient and magnetic field curves, so that changes in position

would not result in nonlinear changes in both the gradient and magnetic field.

In order to determine the amplitude of our cyclic adiabatic inversion
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Figure 3.6: Permalloy magnet gradient field magnitude as function of distance
away from the sample.

we utilized Eq. 1.36 with γprotons= 42.58 MHz/T and assumed H1 = 10 gauss

(as a conservative estimate). We thus obtained

((42.58× 106 MHz/T)(10−3 T))2

1488 Hz
= 1.22 MHz. (3.2)

The adiabatic condition is satisfied as long as we are 6 times smaller than this.

In our case, we wished to remain conservative and chose a lower Ω to ensure

we got as large a signal as possible; thus we chose a value 10 times smaller at

125 kHz. This was high enough so we could realize a stable artifact signal.

Then using Eq. 1.37 we find that the resonance slice width is

∆z =
2Ω

γ∇B = 11.7 µm. (3.3)

64



This resonance slice width is smaller than our sample thickness (60 µm) en-

abling us to perform 1-D imaging scans. If we were to choose a resonance

slice with a thickness equal to the sample this would have given us the largest

possible signal, but with loss of spatial resolution.

The minimum detectable force using Eq. 1.34 for room temperature

and a time constant of 50 ms is

Fmin =

√
4(0.03 N/m)kBT (1/(4(.05 s))

2π(1488 Hz)(500)
= 1.45× 10−14 N (3.4)

In order to calculate the force produced we first determine the number

of available protons. We are going to assume that our sample resembles a

rectangular block so the area is

100 µm× 200 µm = 20000 µm2 = 2× 10−4cm2. (3.5)

The thickness is determined by the resonance slice, which is 11.7 µm. Thus

our volume is

(2× 10−4cm2)(11.7 µm) = 2.34× 10−7cm3. (3.6)

The density of ammonium sulfate is 1.77 g/cm3 so the mass of our sample in

the resonance slice is

(1.77 g/cm3)(2.34× 10−7cm3) = 4.14× 10−7g. (3.7)

To find the number of atoms we use Avogadro’s number and the molar weight

of ammonium sulfate

(4.14× 10−7)(
1 mole

132 g/mole
) = 3.14× 10−9 moles (3.8)
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(3.14× 10−9 moles)(6.022× 1023 molecules/mole) = 1.89× 1015 molecules.

(3.9)

And since there are 8 proton per molecule we finally obtain

8(1.89× 1015) = 1.51× 1016 protons. (3.10)

Inserting this into Curie’s Law we obtain

(1.51× 1016)(2πγ~)2(8.1)(500)

4kBT
= 2.96× 10−12 N. (3.11)

Thus the SNR is 204. However, as we will see the actual SNR is much smaller

due to the resonance slice shape.

We utilized a triangular modulation centered at 138.9931 MHz and at

2 dBm produced by our Rhode and Schwarz SML 01 signal generator. The

signal was then sent to the RF switch and then to the ENI 5100L power

amplifier which amplified it 48 dBm to a 50 dBm signal to the tank circuit.

Naturally there are some losses including those from the RF switch and poor

tuning, so our final power at the coil was probably much less than 50 dBm,

which corresponds to 100 W of power.

In order to calibrate the gradient magnet stage movements we utilized

the fiber interferometer and counted fringes as described in section 2.4 as

we had not conceived of resistor or capacitive detection yet. Under real ex-

perimental conditions we noticed that the stages seemed to move very little

compared to what we had calibrated or not all. We had always calibrated by

moving several fringes up and down a certain point, however that proved to
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be inaccurate because that calibration only applied for a couple of microns

and only at that specific point on the graphite rod. Thus we utilized a cruder

method of calibration with less precision but much better accuracy. We first

used a digital camera, with a microscope as the zoom lens, to take a picture

of the gradient magnet with respect to the cantilever. Since we already know

what the gradient magnet diameter is when we view the picture on the com-

puter we can measure what the magnet to cantilever distance is, albeit with

only 10 µm resolution. We then pulse single sawtooth waves and move the gra-

dient magnet several hundred microns since that corresponds to the amount

of movement that we utilize in a typical experiment. We then take another

picture and measure the new magnet to cantilever spacing. The difference

between the spacing divided by the number of pulses determines the distance

traversed per pulse. Obviously this is much cruder than fiber detection since

we are using a digital camera to measure distance and we have only plotted

two points and have neglected hysteresis in the stages, but we were able to at-

tain a fairly accurate measurement of the distance our magnet stage traversed

for a given number of pulses.

The NMRFM experiment was then performed by scanning the z-stage

at 10 µm intervals to search for the resonance condition. A stable artifact signal

enabled us to subtract it off as a baseline noise source. We signal averaged 4-9

times, but once a stable signal was found we took single-shot measurements.

The results of our scan are shown in Fig. 3.7 along with another scan with

a shift in resonance frequency to confirm the origin of the NMR signal. Our
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Figure 3.7: 1-D scan results with accompanying frequency shift. The 150
µm shift is consistent with that expected for the calculated magnetic field
distribution due to the field gradient magnet (see text).

observed shift was 150 µm which agrees well with the expected shift of 145

µm. The widths of the peak correspond to a sample with approximately 25

µm thickness. This is different from the actual thickness we measured through

a microscope, but we have to take into account the presence of the resonance

slice.

The oscillator maximum amplitude was 1.66 nm yielding a force of

10−13 N which corresponds to a SNR of approximately 6.9, roughly 30x smaller

than expected. The primary reason our actual SNR differs so greatly from the

predicted SNR is that the resonance slice only penetrates a small portion of the

sample, see Fig. 3.8. We attribute most of this to misalignment between the
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Figure 3.8: Our resonance slice, in yellow, was only intersects a small portion
of the sample due to misalignment between the gradient magnet and sample.

gradient magnet and sample. This displaces the resonance slice with respect

to the center of the sample

We then performed a nutation experiment to demonstrate coherent

control of the spins as well as ascertain the strength of the field from our

RF coil. In a nutation experiment you tip the spins at various angles and

then observe the resulting signal to see how many of the spins had followed

the tipping pulse. Due to relaxation effects, the longer the pulse, more and

more spins will decohere. In addition the length of the pulse is related to H1

through Eq. 3.1. Determining the length of a π/2 pulse will tell us our H1

field strength. The pulse sequence we utilized is a tpulse − τ − CAI sequence

and varying the length of tpulse. The data is shown in Fig. 3.9 and there is a
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distinct nutation signal with a period of 20 µs. We fit the data to the function

f(t) = e−tpulse/ucos(γH1tpulse) + C (3.12)

and find that H1 is approximately 13.6 G. The fact that we see 3-4 distinct

wavelengths shows that we are able to coherently control the spins using RF

pulses. In addition, the strong nutation signal allows us to perform pulse

sequences with varying times and not worry about losing too many spins.

Lastly, the magnitude of our H1 field shows that we have more than enough

field strength to overcome the local fields (typically around 3 G) between the

closely-spaced hydrogen nuclei to manipulate the proton spins. However, the

field strength is much smaller than anticipated from our conventional NMR

experiment and we postulate that this might be due to the coil not being an

exact solenoid shape contributing to a larger field drop off outside of it or the

sample was not centered directly along the central axis of the coil where the

field drop off is steep.

We next executed a spin echo measurement to demonstrate relaxation

measurements. We utilized a π/2-τ -π-t-π/2-CAI pulse sequence. From the

nutation experiment we found the length of our π/2 pulse to be 5 µs and π

pulse to be 10 µs. Unlike conventional NMR we cannot continually observe

the evolution of the spins across time, instead we take snapshots of the spins

at specific points in time. Thus, to map out the spin echo we set τ = 17 µs

and then vary the time t before the sampling π/2 pulse to map out the echo

[34]. Fig. 3.10 shows the result of our measurement with the peak of the
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Figure 3.9: Spin nutation signal shown across multiple periods. H 1 is calcu-
lated using π/2 = γH 1t where γ is the gyromagnetic ratio and t is the length
of the pulse.

spin echo occurring near 17 µs as it should. The full width at half maximum

was measured to be 8 µs where most of the shape of the signal is due to

the inhomogeneity of the gradient field and not the spin-spin interaction as is

common in conventional NMR. The ringing after pulses makes it extremely

difficult to observe such a short timescale spin echo signal using conventional

NMR.

Finally we attempted a spin lattice relaxation measurement. We uti-

lized a saturation comb consisting of 5 π/2 pulses separated by 200 µs each.

We then waited a time t before applying our CAI pulse to observe how many

of the spins had relaxed back to their equilibrium position. Our results are

shown in Fig. 3.11. Since we utilized an inversion sequence we would like to
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Figure 3.10: Spin echo centered near 17 µs.

fit to

M = M0(1− 2e−t/T1) (3.13)

however, due to limitations in our experimental setup at the time we could

not take data beyond 1400 ms and so the curve never saturates as it should.

Thus, fits to the data using Eq. 3.13 are poor and we are unable to determine

what the spin-lattice relaxation time is.
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Figure 3.11: Results from inversion recovery sequence
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Chapter 4

NMRFM studies of Magnesium Diboride

4.1 Magnesium diboride background

The discovery of magnesium diboride (MgB2) took the physics world by

surprise in 2001 because it possessed the highest transition temperature, Tc =

39 K, of any intermetallic compound, well higher than what had been predicted

from the BCS framework [35]. Immediately, groups set out to determine the

order parameter for the Cooper pairs in order to help ascertain the origin of its

relatively high Tc. NMR is a good method for determining the superconducting

parameters ever since Hebel and Slichter verified the validity of BCS theory

by seeing a coherence peak in spin lattice relaxation measurements [36].

T1 relaxation is due partially to conduction electrons in an initial state

scattering to a final state resulting in a change in both the momentum and

spin; the nuclear spins simultaneously change energy levels to conserve an-

gular momentum. In metals, the temperature dependence of T1 can be well

approximated by the Korringa product

1

T1TK2
s

=
4πkBγ

2
n

~γ2
e

(4.1)

where Ks is the Knight shift and γ2
n and γ2

e are the nuclear and electron

gyromagnetic ratios, respectively [37]. In the superconducting state T1 changes
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dramatically since a portion of the fermions are paired into singlet states and

do not scatter. The condensing of electrons into a coherent ground state also

causes a coherence factor to arise when calculating T1 [38] [39]. Just below

Tc this causes 1/T1 in the superconducting state to greatly exceed 1/T1 in

the normal state resulting in a coherence peak. Then as the temperature

is gradually lowered, 1/T1 decays exponentially. We note that BCS s-wave

superconductors are known to possess coherence peaks, but superconductors

with unconventional pairing, such as the cuprates, produce no coherence peak.

The first NMR studies carried out on MgB2 were done on polycrys-

talline samples. Fabrication of single crystals large enough for conventional

NMR had not been accomplished yet so the only way to achieve an acceptable

filling factor in the coil to realize a large enough signal was to use polycrys-

tals. This makes the NMR results difficult to interpret since polycrystals have

a large range of crystal orientations, thus mixing contributions from different

directions and possibly washing out a coherence peak. The first set of NMR

spin lattice relaxation measurements reflect this uncertainty, see Figs. 4.1 and

4.2. Kotegawa et al.’s spin lattice relaxation data show no clear coherence

peak [40]. They claim that by plotting (1/T1s)/(1/T1n) they observe a small

peak just below Tc which infers that MgB2 is a strong coupling s-wave super-

conductor. However, from BCS theory this increase should have been much

greater.

Later NMR studies by Canfield et al. show no coherence peak either;

they conclude the use of polycrystals prevents them from obtaining a reliable
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Figure 4.1: Spin Lattice relaxation measurements of polycrystalline MgB2 at
two different fields. Inset: ac susceptibility measurements at various fields [6]
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Figure 4.2: Rs/Rn = (1/T1s)/(1/T1n) v. temperature. A small peak is observed
just below Tc [6]

interpretation of their data [41] [42]. It was at this point that Jae-Hyuk Choi,

a former postdoc in our lab, proposed using NMRFM to probe the spin lattice

relaxation of MgB2. At the time, the largest single crystals were roughly 20

µm, much too small for conventional NMR, but more than large enough for

NMRFM. However, before any results could be obtained in our lab new fabri-

cation methods for large single crystals, approximately 1 mm, were developed

[43] [44]. Thus it seemed any inherent advantage NMRFM had over conven-

tional NMR was negated. Spin lattice relaxation measurements on these single

crystals yielded a Korringa like linear behavior above Tc. However, below Tc

it was found that the diamagnetic shielding caused a large drop in SNR, such

that probing the spin lattice relaxation time below Tc was not possible. NM-

RFM with its far superior sensitivity should be able to navigate around this
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problem and thus an opportunity exists for NMRFM to make an impact on

the elucidation of the pairing symmetry of MgB2.

4.2 NMRFM experimental considerations

One of the primary difficulties facing NMR detection of the boron res-

onance in MgB2 is that boron’s nucleus is a quadrapole with spin 3/2, instead

of 1/2 as in nuclei like protons. Referring back to Fig. 1.1 instead of just

one possible transition between I = −1/2 and I = 1/2 we now have three

possible transitions as shown in Fig. 4.3 [45]. In a strong magnetic field the

energy levels are shifted slightly from Em = −γ~H0m resulting in different

∆E’s between the energy levels and thus corresponding to three different res-

onance frequencies. The -1/2 to 1/2 transition (or vice versa) is unshifted, in

first order, from the spin 1/2 case. The other two cases are shifted and thus

produce resonances above and below the −1/2 to 1/2 transition. The −1/2 to

1/2 transition remains the most probable transition and the relative intensities

of the three transitions are 3:4:3 [46] Thus, the boron −1/2 to 1/2 transition

is only 40% as intense as compared to the same transition in a spin 1/2 nuclei.

In addition, the quadrapole broadens the linewidth of each of the three

transitions. If we think of a resonance curve with a small frequency linewidth

then broadening the line means expanding to a curve with a large frequency

linewidth while maintaining the same area under the curve since the net mag-

netic contributions remain the same. Thus, for broad linewidths, there is a loss

in signal at every frequency in the line. On top of the quadrapole broadening
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Figure 4.3: Left: quadrapole energy levels and shifts. Right: corresponding
resonance lines and arrows showing which transition corresponds to which line.

there is also broadening from the gradient magnet. This is one of the main

drawbacks of MRFM in that higher spatial resolution comes at a slight cost

of signal strength.

For our initial experiments we chose to examine a powder sample of

MgB2 at 77 K. Single crystals are difficult to come by so we wanted to con-

serve their use until we were sure we could see a boron resonance signal using

NMRFM. However, the drawback of using a powder is random alignment of

the grains causes line broadening. Thus, in total, we are faced with at least

four factors which make observing the boron resonance much more difficult

than typical spin 1/2 nuclei.
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4.3 Preliminary NMRFM data on MgB2

We prepared our samples by taking MgB2 powder (Aldrich) and making

a 90/10 mixture of powder and 5-minute epoxy to obtain clumped powders

that were on the order of 30 µm on each side. We utilized a smaller coil with

approximate dimension of 800 µm in diameter to generate larger B1 fields. For

our experiment we chose a sample with approximate dimensions of 30 x 30 x

30 µm3. The cantilever had a resonance frequency of 419 Hz, Q of 75 and, and

k = 10−3 N/m. The gradient magnet was the same one used in the ammonium

sulfate experiment with a 400 µm diameter and generating a field of .0647 T

and gradient of 350 T/m at 400 µm from the sample. The modest gradient is

ideal for obtaining a large signal; high spatial resolution is not required. From

these factors we find the force using Curie’s law and the field gradient

F =
(1.28× 1015 borons)(γ~)2(8.0568 + .064671 T)(350 T/m)(0.4)3

2
(3

2
+ 1)

3kBT

(4.2)

where the 0.4 is for 40% of the intensity from the −1/2 to 1/2 transition. This

yields a force of 1.39× 10−13 N. The minimum detectable force is then

Fmin =

√
4(10−3 N/m)kBT( 1

4(20 ms)
)

2π(419)(75)
(4.3)

where we used a time constant of 20 ms. This yields a SNR of 8.5 without

taking into account any line broadening effects which would further reduce

the SNR. While the predicted SNR is small it implies that it appears likely we

should be able to see a boron signal at 77 K.
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The experiment was performed at 77 K and 10−5 torr while waiting 15

s between each CAI and signal averaging 16 times. Assuming that we greater

than 10 gauss of H1 field we set the CAI frequency modulation to 111 kHz to be

conservative and stay far from the adiabatic condition. For low temperature

NMRFM experiments the NMR coil radiatively heats the cantilever which

interferes with artifact levels as well as decreasing force sensitivity. In order

to reduce the heating the CAI pulse was reduced to 70 ms from 350 ms in

our proton room temperature experiment. In addition we extended the time

between pulses to allow the cantilever to cool down between pulses. Also, in

the raw data we found that as the gradient magnet approached the sample the

cantilever oscillations got larger. This could be attributed to eddy currents in

the gradient magnet being formed every time the RF was pulsed. The resulting

current would produce magnetic fields that would interact with the oscillator

and sample. The resulting oscillations would thus be expected to increase as

the magnet got closer since the interaction strength would have increased.

After subtracting out the contribution from the eddy currents the re-

sulting data at 110.9393 MHz and frequency shifted data at 110.7776 MHz is

shown in Fig. 4.4. The resonance peak at 110.9393 MHz occurs around 260 µm

and has an approximate width of 60 µm. This is approximately 140 µm close

than expected, however, this can be attributed to imperfect sample-gradient

magnet alignment. The calculated field for our gradient magnet only measures

along the z -axis extending from the center of one face and assumes the cylin-

der is without defects. The width is reasonable given that the resonance slice
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width at that position is approximately 45 µm, thus, there would be consid-

erable overlap in the signal since our sample is about 30 µm thick. Shifting

the carrier frequency to 110.7776 MHz should have shifted the resonance 50

µm away and indeed we see a shift of approximately 50 µm. The maximum

oscillator amplitude, after subtracting out the eddy current contribution, was

9.5 nm which corresponds to a force of 1.2× 10−13 N. This is very close to the

predicted force, implying that unlike the ammonium sulfate experiment our

resonance slice managed to capture nearly all of the sample. The baseline noise

was higher than expected, yielding a rough SNR of 4. We do not believe we

observed either of the two satellite transition lines since they would have been

roughly 400 kHz away from the central line which would have corresponded

to around 100 to 160 µm away which would have been well outside our 30 µm

sample.

We next attempted a nutation experiment by varying the length of

the pulse before the CAI. Unfortunately we were not able to observe multiple

Rabi oscillations; in fact, we could only clearly discern roughly half of a Rabi

oscillation whereupon the signal settles into a steady state, see Fig. 4.5. A

rough extrapolation from the data yields a H1 field of 63 gauss. This seems

plausible since the linewidth in powder samples is approximately 25 kHz, which

would require at least 3 x 18 = 54 gauss to see a signal. 63 gauss represents

a much larger increase in H1 field strength compared to our previous proton

experiment and we attribute this to two factors: bringing the sample to within

150 µm of the coil and using a smaller coil.
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Figure 4.4: 1-D scan of MgB2 powder sample with frequency shift to confirm
NMR origin of signal
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Figure 4.5: Nutation experiment attempt
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These results are promising for future NMRFM studies of MgB2 since

future studies will be performed around the transition temperature of 39 K

yielding three times more signal. Greater sensitivity should allow us to better

perform spin manipulation experiments such as nutation and spin echoes. In

addition, utilizing single crystals should decrease the linewidth and improve

the signal strength as well.
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Chapter 5

Magnetic Measurements of MnxSc1−xN and

Fe0.1Sc0.9N, possible dilute magnetic

semiconductors

5.1 Background

Recently, significant efforts have been made to fabricate dilute mag-

netic semiconductors (DMS) since they offer a clear path toward the realiza-

tion of spin-dependent electronics, spintronics. Spintronic devices require a

strong coupling between electron charge and spin degrees of freedom. A ro-

bust spintronic material will pave the way for new technologies such as spin

based transistors as a replacement for MOSFETs. Thus far, efforts to fabri-

cate DMS have concentrated primarily on the (III,V) family of semiconductors

with Mn as the dopant. These implanted materials have already shown ferro-

magnetism at temperatures above 100 K [47] [48]. The Mn ions, in addition

to providing ferromagnetism, also serve the role as dopants in the semicon-

ductors and thus alter the conduction of the semiconductor. Ideally, these

materials would be fabricated so they exhibit controllable electronic proper-

ties and ferromagnetism at room temperature. However, the balance between

attaining a high Curie temperature, TC and low carrier densities has made this

goal difficult. Note here that the TC differs from the transition temperature
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in superconductors. In ferromagnets, when the temperature rises above the

Curie temperature the magnetic ordering vanishes.

Typically DMS fabrication have focused on using GaAs as the semicon-

ductor. However, the zinc blend structure of GaAs possesses low solubility of

magnetic impurity atoms causing the occurrence of secondary phases with a

crystal structure different from the host. ScN has recently been proposed as an

alternative due to its rock salt structure. ScN is an indirect gap semiconductor

with an indirect band gap of about 1 eV with a carrier concentration of 10−17

cm−3 [49] [50] [51]. MnN also has a rocksalt type structure implying that Mn

doped ScN should yield high solubility of Mn atoms, see Fig. 5.1 [52].

Theoretical calculations of the Curie temperature for Mn doped ScN

show that it should exceed room temperature for Mn concentrations above

10% [53]. Fig. 5.2 shows the expected TC ’s for different Mn concentrations

using several different calculation methods. We do note that the statistical er-

ror is quite large and so there is some doubt as to whether room temperature

ferromagnetism is indeed possible. Nevertheless, in conjunction with Arthur

Smith’s group at Ohio University and Costel Constantin at Seton Hall Uni-

versity we have used molecular beam epitaxy (MBE) to grow MnxSc1−xN and

Fe0.1Sc0.9N samples and propose to determine whether they exhibit room tem-

perature ferromagnetism and to understand the magnetic interplay between

the Mn and the ScN.
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Figure 5.1: Theoretical structure of 8% doped MnScN where Mn are big red
balls, Sc medium sized light blue balls, and N sall silver balls [7].
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Figure 5.2: Theoretical TC ’s for different Mn concentration using mean field
theory and the cluster variation method. The two green symbols, light colored,
use local density approximation and the two black symbols, dark colored,
include gap correction. The X symbols indicate the error range. [6]
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5.2 MBE growth of films

Samples were are using rf-MBE at Ohio University with N2 as a source

gas and utilizing effusion cells for Mn and Sc evaporation. The films are grown

on MgO(001) substrates that are heated to 950◦C for 30 minutes with a ni-

trogen plasma. The buffer layer of ScN is grown at 800◦C with a thickness

of approximately 60 nm. Then the temperature is decreased to 420◦ and the

MnxSc1−xN layer is grown with an approximate thickness of 440 nm. Reflec-

tion high-energy electron diffraction (RHEED) measurements show a spotty

pattern indicating a 3-D growth mode.

5.3 SQUID data

We took magnetic moment vs. temperature and field data using a

Quantum Design MPMS system with a field range of 0 to 5 T and temperature

range up to 365 K. Since the magnetic moments of the films were extremely

small the raw data is dominated primarily by the paramagnetic background

of the MgO substrate as well as the diagmagnetic contribution of the sample

holder (i.e. a straw). Background subtractions were performed by assuming a

linear in field signal and subtracting it from the raw data. M vs. T data was

fit to the mean-field scaling function

M = A(TC − T )0.33 (5.1)

as it describes well the magnetization just below TC [54].

Data for the nitrogen poor samples with Mn concentrations of 3% and
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Figure 5.3: Hysteresis and M v. T curves for nitrogen poor 3% doped Mn.
The hysteresis curve was taken at 350 K.
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Figure 5.4: Hysteresis and M v. T curves for nitrogen poor 15% doped Mn.
The hysteresis curve was taken at 340 K.
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Figure 5.5: MFM image over 1 µm2

15% are shown in Figs. 5.3 and 5.4. Hysteresis curves are evident for both

samples indicating the presence of ferromagnetism, however the data are quite

noisy since the magnetic signal is relatively small. It is possible that the data

indicates paramagnetism or super-paramagnetism, however the overall shape

is typical of some ferromagnetism. The M v. T data for the 3% sample show

a gradual decrease in temperature past 300 K and we are able to fit to Eq.

5.1 yielding an estimated TC around 350 K. The fit is not perfect since the

magnetic moment seems to be roughly constant below 300 K. Since we are

using a mean-field scaling law fit our model may be too ideal and not account

for other factors. The M vs. T data for the 15% sample steadily decreases

starting from 150 K, but it does not conform well to Eq. 5.1 and a fit is not

possible and an estimate of TC is difficult although magnetism appears to be
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Figure 5.6: Hysteresis and M v. T curves for nitrogen rich 3% doped Mn.
The hysteresis curve was taken at 350 K.
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Figure 5.7: Hysteresis and M v. T curves for nitrogen poor 5% doped Mn.
The hysteresis curve was taken at 340 K.
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Figure 5.8: Hysteresis and M v. T curves for 1 % Fe-doped samples. The
hysteresis curve was taken at 350 K.
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present past 350 K. For both nitrogen poor samples it seems there is good

evidence for the presence of ferromagnetism past 350 K.

A magnetic force microscopy (MFM) scan, Fig. 5.5, was performed on

the nitrogen poor 15% sample at room temperature and magnetic domains

appear to be present with widths of several hundred nanometers. The fact

that we can see magnetism at room temperature corroborates the SQUID

data that shows room temperature magnetism. However, for very thin films

we often expect a mono-domain where the magnetism is spread out evenly, and

the resulting MFM image to show very little contrast. However, it is possible

that the most energetically favorable condition is to clump into domains.

The data for the nitrogen rich samples with Mn concentrations of 3%

and 5% are shown in Figs. 5.6 and 5.7. Like the nitrogen poor samples,

hysteresis in the M v. H data shows the presence of ferromagnetism, although

the data is quite noisy. For the 3% samples the M v. T data is noisy and a

fit to Eq. 5.1 is very poor, although we can infer that magnetism is present

past 350 K. Equation 1 fits better for the 5% sample and the TC is shown

to be above 350 K. Fits to Eq. 5.1 suffer from the same problem that was

experienced with the fit to the 3% nitrogen poor samples.

The 10% Fe doped sample in Fig. 8 shows hysteresis at 350 K and

a gradual decrease in magnetization as the temperature is increased. How-

ever, much like the nitrogen poor samples the magnetization stays essentially

constant up to around 300 K before beginning a more dramatic decrease in

magnetization. Using Eq. 5.1, we obtain a fairly good fit with an estimated
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Tc around 350 K.

In conclusion, it appears that MnxSc1−xN and Fe0.1Sc0.9N exhibit mag-

netism well above room temperature. Further studies need to be carried out

to determine if they are indeed dilute magnetic semiconductors. The SQUID

data we have taken demonstrates the presence of magnetism, but does not lead

us towards an explanation for its presence. TEM and variable temperature

magneto-optical Kerr effect (MOKE) and magnetic force microscopy (MFM)

studies are needed. Additional studies will also help to elucidate why there

apparently seems to be no clear correlation between nitrogen rich, nitrogen

poor, and Mn concentrations and Tc. One possibility is poor sample growth,

but there may be other factors that are not apparent through SQUID and

room temperature MFM data. Additionally, electrical measurements should

be performed to ascertain these materials’ value as good semiconductors that

may be useful in future spintronic devices.
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Appendix

When we order the stack piezos we order the room temperature versions

(NEC Tokin) in order to save money off the low temp ones (Piezomechanik)

which are considerably more expensive and have thick wires that can get ripped

off easily. The room temperature piezos possess a coating that supposedly

protects it, but is inconvenient for low temperature use since it will crack. In

order to remove the coating we soak the piezos in acetone for 12-24 hours.

This effectively softens up the coating which can now be easily removed with

a razor. If you happen to nick off one of the wires while removing the coating,

clamp the wire back onto the piezo with an alligator clip and then use H21D

epoxy to secure the exposed end of the wire to the contact point of the piezo.
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