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a b s t r a c t 

Three geometric formulations of the Hamiltonian structure of the macroscopic Maxwell equations are given: one 

in terms of the double de Rham complex, one in terms of 𝐿 

2 duality, and one utilizing an abstract notion of duality. 

The final of these is used to express the geometric and Hamiltonian structure of kinetic theories in general media. 

The Poisson bracket so stated is explicitly metric free. Finally, as a special case, the Lorentz covariance of such 

kinetic theories is investigated. We obtain a Lorentz covariant kinetic theory coupled to nonlinear electrodynamics 

such as Born-Infeld or Euler-Heisenberg electrodynamics. 
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. Introduction 

A host of electromagnetic phenomena occur in polarized and mag-

etized media. As the rationale of introducing polarization and mag-

etization amounts to the modeling of complicated microscopic behav-

or in constitutive laws, the equations describing electromagnetism in a

edium are often called the macroscopic Maxwell equations. Typically,

n empirical linear model is used for these constitutive models. How-

ver, in many plasma models, it is useful to consider a self consistent

odel that can account for more complex couplings between the mate-

ial, e.g. a charged particle model, and the fields. A systematic theory for

ifting particle models to kinetic models and the Hamiltonian structure

f these lifted models was given in [1] . It has been shown that many

inetic models of interest fit into this framework such as guiding center

rift kinetics [1] and gyrokinetics [2] , while a Lie-transform interpreta-

ion of the framework was given in [3] . 

We investigate the geometric structure of such kinetic models be-

inning with a detailed investigation of various ways of expressing the

acroscopic Maxwell equations in a geometric language before consid-

ring the full kinetic theory. Attention is paid to the geometric descrip-

ion of orientation, which is accounted for in classical tensor analysis

e.g. [4] ) by the introduction of pseudo-vectors, relative tensors, tensor

ensities, etc., which in the language of split exterior calculus distin-

uishes between straight (orientation independent) and twisted (orien-

ation dependent) differential forms [5,6] . In particular, [7] provides a

ogent axiomatic derivation of classical electrodynamics which displays
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he significance of a geometric perspective. This language has recently

een used in the context of geophysical fluids in [8] . Here, we first give

 geometric statement of the Hamiltonian structure of Maxwell’s equa-

ions in this language of split exterior calculus. Next, we give a second

ormulation that simplifies the model by expressing all duality structures

n terms of the 𝐿 

2 inner product. This yields a formulation frequently

een in finite element literature [9,10] . Finally, we present a formula-

ion based on an abstract notion of duality. This final formulation has the

dvantage of expressing the structure of Maxwell’s equations in a man-

er that clearly separates which structures depend on the metric tensor

hrough the 𝐿 

2 inner product (the Hamiltonian), and those structures

hich depend only on the natural pairing (the Poisson bracket). In ad-

ition to revealing the beautiful mathematics underpinning the Hamil-

onian structure of these models, such fastidious attention to the duality

tructures at play in these models provides a solid foundation for their

iscretization by finite element methods which will be the subject of a

uture paper. 

Following this study of the geometric structure of the macroscopic

axwell equations alone, we consider the full kinetic theory in gen-

ral media of [1] . We place this class of theories, including the Vlasov-

axwell system, for the first time in a complete geometric framework.

n particular, we derive a formulation which transparently demonstrates

he metric free character of the Poisson bracket. Further discussion of ki-

etic theories in general media, including guiding center and gyrokinetic

pproximations, and a general methodology for discretizing such models

ay be found in [11] . As a special case of the kinetic model in general
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edia, we conclude by studying the Lorentz invariance of the Vlasov

quation coupled to various models in nonlinear electrodynamics. 

. A geometric formulation of Maxwell’s equations 

A Hamiltonian formulation of the macroscopic Maxwell equations,

s a component of a larger kinetic model, was given in [1] . In this sec-

ion, we consider the Maxwell component of this model in isolation and

he various geometric interpretations one might give to the electromag-

etic fields. The macroscopic Maxwell equations without free charge

nd current may be written 

𝜕 𝑩 

𝜕𝑡 
= − 𝑐∇ × 𝑬 

𝜕 𝑫 

𝜕𝑡 
= 𝑐∇ ×𝑯 

 ⋅ 𝑩 = 0 ∇ ⋅𝑫 = 0 . (1) 

ence, the ( 𝑫 , 𝑩 ) fields are the time-evolving fields whereas ( 𝑬 , 𝑯 ) may

e related to the evolving fields through a general constitutive law: 

 = 𝑬 ( 𝑫 , 𝑩 ) and 𝑯 = 𝑯 ( 𝑫 , 𝑩 ) . (2)

Define an energy functional 

[ 𝑬 , 𝑩 ] = ∫𝑄  ( 𝒙 , 𝑬 , 𝑩 , ∇ 𝑬 , ∇ 𝑩 , ... ) 𝖽 3 𝒙 , (3)

here 𝖽 3 𝒙 is a volume element of configurations space 𝑄 , so the macro-

copic fields are given by 

𝑫 = 𝑬 − 4 𝜋𝑷 ( 𝑬 , 𝑩 ) = 𝑬 − 4 𝜋 𝛿𝐾 

𝛿𝑬 

and 

 = 𝑩 + 4 𝜋𝑴 ( 𝑬 , 𝑩 ) = 𝑩 + 4 𝜋 𝛿𝐾 

𝛿𝑩 

. (4) 

hat is, we define the polarization and magnetization through the func-

ional derivative of a general functional. This does not impede general-

ty, and proves useful for specifying the Hamiltonian structure [1] . 

Further, let the Hamiltonian be 

[ 𝑬 , 𝑩 ] = 𝐾 − ∫𝑄 𝑬 ⋅
𝛿𝐾 

𝛿𝑬 

𝖽 3 𝒙 + 

1 
8 𝜋 ∫𝑄 ( 𝑬 ⋅ 𝑬 + 𝑩 ⋅ 𝑩 ) 𝖽 3 𝒙 , (5)

nd the Poisson bracket be 

 𝐹 , 𝐺} = 4 𝜋𝑐 ∫𝑄 
[
𝛿𝐹 

𝛿𝑫 

⋅ ∇ × 𝛿𝐺 

𝛿𝑩 

− 

𝛿𝐺 

𝛿𝑫 

⋅ ∇ × 𝛿𝐹 

𝛿𝑩 

]
𝖽 3 𝒙 (6)

here all functional derivatives are understood in terms of the 𝐿 

2 inner

roduct. Then, as shown in [1] , letting 𝐻 [ 𝑫 , 𝑩 ] = 𝐻[ 𝑬 , 𝑩 ] and using

he fact that (see Appendix B for the details) 

𝛿𝐻 

𝛿𝑫 

= 

𝑬 

4 𝜋
and 

𝛿𝐻 

𝛿𝑩 

= 

𝑯 

4 𝜋
, (7)

e recover the macroscopic Maxwell equations in Poisson bracket

orm: 𝜕 𝑩 ∕ 𝜕𝑡 = { 𝑩 , 𝐻} and 𝜕 𝑫 ∕ 𝜕𝑡 = { 𝑫 , 𝐻} . The non-evolving Gauss

onstraints are Casimir invariants of the bracket, i.e., they represent

uantities 𝐶 such that { 𝐶, 𝐹 } = 0 for all functionals 𝐹 . 

In Secs. 2.1, 2.2 , and 2.3 we will present three geometrical formu-

ations of this model. A central concern will be the metric dependence

r independence of the Poisson bracket, that is, whether computation

f the bracket between two general functionals requires knowing the

etric tensor on configuration space. This is done in part to provide

 foundation for future work on structure preserving discretizations of

axwell’s equations in general media and associated kinetic theories.

 brief overview of the mathematical context and notational choices of

his paper may be found in Appendix A . 

.1. Double de Rham complex formulation 

It is possible to directly translate the macroscopic Maxwell equa-

ions into the language of exterior calculus using the musical isomor-

hisms ( ♭, ♯ ) between vector fields and differential forms and the Hodge

tar operator ( ⋆ ): 
2 
 

(
𝜕 𝑩 

𝜕𝑡 
+ 𝑐∇ × 𝑬 

)♭ 
= 0 ⋆ 

(
𝜕 𝑫 

𝜕𝑡 
− 𝑐∇ ×𝑯 

)♭ 
= 0 

⋆ (∇ ⋅ 𝑩 ) = 0 ⋆ (∇ ⋅𝑫 ) = 0 , (8) 

hich yields 

𝜕 𝒃 2 

𝜕𝑡 
= − 𝑐 𝖽 1 𝒆 

1 𝜕 ̃𝒅 
2 

𝜕𝑡 
= 𝑐 ̃𝖽 1 ̃𝒉 

1 

 2 𝒃 
2 = 0 𝖽̃ 2 ̃𝒅 

2 = 0 , (9) 

here we have identified the differential forms 𝒆 1 = 𝑬 

♭ , 𝒃 2 = i 𝑩 𝐯𝐨𝐥 3 ,
̃
 

2 = i 𝑫 𝐯𝐨𝐥 3 , and 𝒉̃ 
1 = 𝑯 

♭ . Here we have replaced the volume element

 

3 𝒙 by the orientation respecting (twisted) volume form 𝐯𝐨𝐥 3 (see [6] )

ith i 𝑩 being the interior product, and we have used the appropriate

xterior derivatives, e.g., 𝖽 1 . (See Appendix A for further details.) As

 and 𝑯 are pseudovectors (i.e. they change sign under orientation

eversing coordinate transformations), 𝒃 2 = i 𝑩 𝐯𝐨𝐥 3 is a straight 2-form

hile 𝒉̃ 
1 = 𝑯 

♭ is twisted 1-form, whence we use the tilde. Consistency

equires that each equation only contain differential forms of like kind

straight or twisted) so that the form of the equations remain invariant

nder orientation reversing coordinate transformations. 

Adapting ideas from split exterior calculus (see [8] ), our first formu-

ation of Maxwell’s equations makes explicit use of the double de Rham

omplex and seeks to split the model into pieces which are metric de-

endent (the Hamiltonian) and pieces which are purely topological (the

oisson bracket). The Hamiltonian and Poisson bracket are written as

ollows: 

[ 𝒆 1 , 𝒃 2 ] = 𝐾 − ∫𝑄 
𝛿𝐾 

𝛿𝒆 1 
∧ ⋆ 𝒆 1 + 

1 
8 𝜋

[ 
∫𝑄 𝒆 

1 ∧ ⋆ 𝒆 1 + 𝒃 2 ∧ ⋆ 𝒃 2 
] 

(10)

nd 

 𝐹 , 𝐺} = 4 𝜋𝑐 
[ 
∫𝑄 
( 

𝛿𝐹 

𝛿𝒅̃ 
2 ∧ 𝖽 

𝛿𝐺 

𝛿𝒃 2 
− 

𝛿𝐺 

𝛿𝒅̃ 
2 ∧ 𝖽 

𝛿𝐹 

𝛿𝒃 2 

) ] 
, (11)

here the tildes indicate twisted functional derivatives, see Appendix A .

ecause the pushforward distributes over the wedge product, this

racket is explicitly metric free. On the other hand, the Hodge star op-

rator contains metric information making the Hamiltonian metric de-

endent. 

Using methods very similar to those given in Appendix B , one may

how that if we let 𝐻 [ ̃𝒅 2 , 𝒃 2 ] = 𝐻[ 𝒆 1 , 𝒃 2 ] , then 

 𝐻 [ ̃𝒅 2 , 𝒃 2 ]( 𝛿𝒅̃ 2 , 𝛿𝒃 2 ) = ∫𝑄 
( 

𝒆 1 

4 𝜋
∧ 𝛿𝒅̃ 

2 + 

𝒉̃ 
1 

4 𝜋
∧ 𝛿𝒃 2 

) 

. (12)

ence, it immediately follows that we recover the above equations of

otion in Poisson bracket form and that the Gauss constraints are

asimirs of the bracket since 𝖽 2 = 0 . 
This formulation is attractive because of its partition of metric de-

endence and independence between the Hamiltonian and the bracket

nd because of its use of elementary objects from differential geome-

ry. Moreover, the geometric significance of each variety of differential

orm (twisted and straight) can enhance physical intuition (see [5,7,12] )

nd aids in the design of numerical methods [9,13] . Numerical meth-

ds based on this modeling perspective typically explicitly discretize the

odge star operator yielding a matrix that is, in general, neither sym-

etric positive definite nor even square [14] ; an exception to this usual

hortcoming of discrete Hodge star operators may be found in [15] . This

s inconvenient as the discrete Hodge star operator should act as an inner

roduct at the discrete level. Hence, it is often more convienient to base

iscrete duality structures entirely on the 𝐿 

2 inner product [16] . From

 modeling perspective, the introduction of two distinct de Rham com-

lexes which are in duality with each other via the Hodge star operator,

hile geometrically intuitive, is unnecessarily complicated. One may in-

tead construct a formulation based on only a single duality structure

rather than the two needed to construct the Hodge star operator). 
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.2. Formulation using 𝐿 

2 duality 

The model may be expressed entirely in terms of the 𝐿 

2 inner prod-

ct: 

 ⋅, ⋅) ∶ Λ𝑘 × Λ𝑘 → ℝ where ( 𝜔 

𝑘 , 𝜂𝑘 ) = ∫𝑄 𝜔 

𝑘 ∧ ⋆𝜂𝑘 . (13)

n this section, all functional derivatives will be understood to be iden-

ified with respect to this duality pairing. The Hamiltonian is written 

[ 𝒆 1 , 𝒃 2 ] = 𝐾 − 

( 
𝛿𝐾 

𝛿𝒆 1 
, 𝒆 1 
) 
+ 

1 
8 𝜋
[(
𝒆 1 , 𝒆 1 

)
+ 

(
𝒃 2 , 𝒃 2 

)]
, (14)

hile the Poisson bracket is written 

 𝐹 , 𝐺} = 4 𝜋𝑐 
[ ( 

𝛿𝐺 

𝛿𝒃 2 
, 𝖽 1 

𝛿𝐹 

𝛿𝒅 1 

) 
− 

( 
𝛿𝐹 

𝛿𝒃 2 
, 𝖽 1 

𝛿𝐺 

𝛿𝒅 1 

) ] 
(15)

nd the constitutive laws are given by 

 

1 = 𝒆 1 − 4 𝜋 𝛿𝐾 

𝛿𝒆 1 
and 𝒉 2 = 𝒃 2 + 4 𝜋 𝛿𝐾 

𝛿𝒃 2 
. (16)

gain, following an approach nearly identical to that given in

ppendix B , one may show that 

𝛿𝐻 

𝛿𝒅 1 
= 

𝒆 1 

4 𝜋
and 

𝛿𝐻 

𝛿𝒃 2 
= 

𝒃 2 

4 𝜋
+ 

𝛿𝐾 

𝛿𝒃 2 
= 

𝒉 2 

4 𝜋
. (17)

ence, it follows that for any functional 𝐹 = 𝐹 [ 𝒅 1 , 𝒃 2 ] , 

̇
 = { 𝐹 , 𝐻 } = 𝑐 

[ ( 
𝛿𝐹 

𝛿𝒅 1 
, 𝖽 ∗ 𝒉 2 

) 
− 

( 
𝖽 𝒆 1 , 

𝛿𝐹 

𝛿𝒃 2 

) ] 
⇒

𝜕 𝑡 𝒅 
1 = 𝑐𝖽 ∗ 𝒉 2 

𝜕 𝑡 𝒃 
2 = − 𝑐𝖽 𝒆 1 , 

(18)

here ( 𝜔, 𝖽 𝜂) = ( 𝖽 ∗ 𝜔, 𝜂) . 
This formulation is somewhat simpler than the previous of

ec. 2.1 and utilizes only one duality structure on the differential forms

the 𝐿 

2 inner product). However, the Poisson bracket so expressed is

eficient in that, so expressed, it changes form under coordinate trans-

ormation due to the metric dependence of the 𝐿 

2 inner product. The

oisson bracket is a purely topological quantity, and therefore should

ossess a metric free expression. As we shall see in the next section, this

pparent dependence of the Poisson bracket on the metric cancels out

f we identify functional derivatives with the natural duality pairing. 

.3. Formulation with abstract duality pairing 

This final formulation avoids explicitly identifying the dual space

sing a duality structure instead leaving duality abstract and general.

his yields a model that is more descriptive and general than the previ-

us two, but also requires more care regarding the functional analytic

ontext. 

Let ( 𝑋, ( ⋅, ⋅) 𝑋 ) be a Hilbert space and let 𝑋 

∗ ∼ 𝑋 denote its dual space.

oreover, being Hilbert, the space is reflexive so that 𝑋 

∗∗ ∼ 𝑋. Let 𝑓 ∶
 → ℝ . We denote the Fréchet derivative at 𝑣 ∈ 𝑋 in the direction 𝑢 ∈ 𝑋

y 

 𝑋 𝑓 [ 𝑣 ] 𝑢 = 

⟨ 

𝛿𝑓 

𝛿𝑣 
, 𝑢 

⟩ 

𝑋 ∗ ,𝑋 
. 

y the Riesz representation theorem, there exists a linear isomorphism

 ∶ 𝑋 → 𝑋 

∗ such that 

 𝑢, 𝑣 ⟩𝑋 ∗ ,𝑋 = ( 𝑢, 𝑣 ) 𝑋 . 

et 𝑓 ∗ ∶ 𝑋 

∗ → ℝ and define 

 𝑋 ∗ 𝑓 ∗ [ 𝑣 ∗ ] 𝑢 ∗ = 

⟨ 

𝑢 ∗ , 
𝛿𝑓 ∗ 
𝛿𝑣 ∗ 

⟩ 

𝑋 ∗ ,𝑋 
, 

here we have used reflexivity of 𝑋. Let  𝑢 = 𝑢 ∗ ,  𝑣 = 𝑣 ∗ , and 𝑓 =
 ∗ ◦ so that 

[ 𝑣 ] = 𝑓 [ 𝑣 ] and 𝐷 𝑓 [ 𝑣 ] 𝑢 = 𝐷 ∗ 𝑓 [ 𝑣 ] 𝑢 . (19)
∗ ∗ 𝑋 𝑋 ∗ ∗ ∗ 

3 
rom this, we find that 

 

𝑢 ∗ , 
𝛿𝑓 ∗ 
𝛿𝑣 ∗ 

⟩ 

𝑋 ∗ ,𝑋 
= 

⟨ 

𝛿𝑓 

𝛿𝑣 
, 𝑢 

⟩ 

𝑋 ∗ ,𝑋 
⇒

( 
 

−1 𝑢 ∗ , 
𝛿𝑓 ∗ 
𝛿𝑣 ∗ 

) 
𝑋 

= 

( 
 

−1 𝛿𝑓 

𝛿𝑣 
, 𝑢 

) 
𝑋 

⇒

( 
𝑢, 

𝛿𝑓 ∗ 
𝛿𝑣 ∗ 

) 
𝑋 

= 

( 
𝑢,  

−1 𝛿𝑓 

𝛿𝑣 

) 
𝑋 

⇒  

−1 𝛿𝑓 

𝛿𝑣 
= 

𝛿𝑓 ∗ 
𝛿𝑣 ∗ 

. (20) 

ence, one may translate expressions involving functional derivatives

ith respect to variables on the primal space to functional derivatives

ith respect to variables on the dual space using the Riesz map. We shall

se this to write the macroscopic Maxwell Poisson bracket abstractly

ithout reference to a metric. 

The spaces of differential 𝑘 -forms must be Hilbert in order for our

heory to be consistent. Hence, we specify that 

 

𝑘 = 𝐻 

1 Λ𝑘 (Ω) ∶= { 𝜔 ∈ 𝐿 

2 Λ𝑘 (Ω) ∶ 𝖽 𝑘 𝜔 ∈ 𝐿 

2 Λ𝑘 +1 (Ω)} . (21)

et  𝑘 ∶ 𝑉 𝑘 → ( 𝑉 𝑘 ) ∗ denote the Riesz map on 𝑘 -forms. We define 

 

1 
∗ =  1 𝒆 

1 − 4 𝜋 𝛿𝐾 

𝛿𝒆 1 
∈ ( 𝑉 1 ) ∗ and 𝒉 2 ∗ =  2 𝒃 

2 − 4 𝜋 𝛿𝐾 

𝛿𝒃 2 
∈ ( 𝑉 2 ) ∗ (22)

here the functional derivatives are identified with the natural pairing

o that they live in ( 𝑉 𝑘 ) ∗ , and we define 

 

1 
∗ =  1 𝒅 

1 and 𝒉 2 ∗ =  2 𝒉 
2 . (23)

hen we may write the Hamiltonian as 

[ 𝒆 1 , 𝒃 2 ] = 𝐾 − 

⟨ 

𝛿𝐾 

𝛿𝒆 1 
, 𝒆 1 
⟩ 

( 𝑉 1 ) ∗ ,𝑉 1 
+ 

1 
8 𝜋
[(
𝒆 1 , 𝒆 1 

)
𝐿 2 + 

(
𝒃 2 , 𝒃 2 

)
𝐿 2 
]

(24)

nd the Poisson bracket may be written 

 𝐹 , 𝐺} = 4 𝜋𝑐 
⎡ ⎢ ⎢ ⎣ 
⟨ 

𝛿𝐺 

𝛿𝒃 2 
, 𝖽 1 

𝛿𝐹 

𝛿𝒅 1 ∗ 

⟩ 

( 𝑉 2 ) ∗ ,𝑉 2 
− 

⟨ 

𝛿𝐹 

𝛿𝒃 2 
, 𝖽 1 

𝛿𝐺 

𝛿𝒅 1 ∗ 

⟩ 

( 𝑉 2 ) ∗ ,𝑉 2 

⎤ ⎥ ⎥ ⎦ , (25)

here we have made use of the fact that 𝛿𝐹 ∕ 𝛿𝒅 1 ∗ ∈ ( 𝑉 1 ) ∗∗ ∼ 𝑉 1 . This

oisson bracket is metric-free because duality is expressed through func-

ional evaluation which is coordinate independent. 

Therefore, letting 𝐻 [ 𝒅 1 ∗ , 𝒃 
2 ] = 𝐻[ 𝒆 1 , 𝒃 2 ] and using the chain rule, we

nd that 

 

−1 
1 

( 

𝛿𝐻 

𝛿(  

−1 
1 𝒅 

1 
∗ ) 

) 

= 

𝒆 1 

4 𝜋
and 

 

−1 
2 

( 
𝛿𝐻 

𝛿𝒃 2 

) 
= 

𝒃 2 

4 𝜋
+  

−1 
2 

( 
𝛿𝐾 

𝛿𝒃 2 

) 
= 

 

−1 
2 ( 𝒉 

2 ) 
4 𝜋

. (26) 

etting 𝐻 ∗ [ 𝒅 1 ∗ , 𝒃 
2 ] = 𝐻 [ 𝒅 1 , 𝒃 2 ] = 𝐻[ 𝒆 1 , 𝒃 2 ] , we find that 

𝛿𝐻 ∗ 

𝛿𝒅 1 ∗ 
= 

𝒆 1 

4 𝜋
and 

𝛿𝐻 ∗ 

𝛿𝒃 2 
= 

1 
4 𝜋

( 
 2 𝒃 

2 + 

𝛿𝐾 

𝛿𝒃 2 

) 
= 

𝒉 2 ∗ 
4 𝜋

. (27)

ence, for arbitrary functionals 𝐹 of the observables, we find 

̇
 = { 𝐹 , 𝐻 } = 𝑐 

[ ⟨ 

𝒉 2 ∗ , 𝖽 1 
𝛿𝐹 

𝛿𝒅 1 ∗ 

⟩ 

− 

⟨ 

𝛿𝐹 

𝛿𝒃 2 
, 𝖽 1 𝒆 

1 
⟩ 

] 
. (28)

hus, we have a metric free representation of the Poisson bracket by

dentifying the variables ( 𝒅 1 ∗ , 𝒉 
2 
∗ ) with the dual space. This is entirely

atural as the constitutive relations are prescribed by functional deriva-

ives which themselves naturally live in the dual space. 

As a final note, the Riesz map is specified by the natural inner product

n the Hilbert space. However, because 

 

1 Λ𝑘 (Ω) ⊂ 𝐿 

2 Λ𝑘 (Ω) ⇒ 𝐿 

2 Λ𝑘 (Ω) ∼ ( 𝐿 

2 Λ𝑘 (Ω)) ∗ ⊊ ( 𝐻 

1 Λ𝑘 (Ω)) ∗ , (29)

t follows that sufficiently regular functionals 𝐾 might have their func-

ional derivatives identified with the primal space through the 𝐿 

2 pair-

ng rather than the natural Riesz map. This reduces the theory to one

hich is equivalent to the previous formulation in terms of 𝐿 

2 duality.

hus, this formulation may be seen as a generalization of the 𝐿 

2 theory

hat accommodates polarizations and magnetizations which cannot be
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[  
dentified as an element of 𝐿 

2 Λ𝑘 (Ω) . Because of its generality and its

artition of the metric dependent and independent components of the

heory, this modeling paradigm provides a convenient starting place for

 finite element discretization of the macroscopic Maxwell equations in

amiltonian form. This will be the subject of future work. 

.4. Some polarization examples 

We briefly consider some of the kinds of models that might be fur-

ished by this modeling framework. First, consider an intensity depen-

ent index of refraction: 

 = 

(
𝜒1 + 𝜒3 |𝑬 |2 )𝑬 ⟺ 𝒑 1 = 

(
𝜒1 + 𝜒3 |𝒆 1 |2 )𝒆 1 , (30)

here 𝜒1 and 𝜒3 are scalars for simplicity. Such a model accounts for

he lowest order nonlinear effects found in noncentrosymmetric media,

nd has been used to account for laser self-focusing in plasmas (see e.g.

17] and [18] ). The 𝐾 functional leading to this polarization is 

 = − ∫𝑄 
( 
𝜒1 

2 
|𝑬 |2 + 

𝜒3 

4 
|𝑬 |4 ) 𝖽 3 𝒙 

⟺ 𝐾 = − ∫𝑄 
( 
𝜒1 

2 
|𝒆 1 |2 + 

𝜒3 

4 
|𝒆 1 |4 ) 𝖽 3 𝒙 . (31) 

e find that the Hamiltonian of such a system is given by 

 = 

1 
8 𝜋 ∫𝑄 

[(
1 + 4 𝜋𝜒1 )|𝑬 |2 + |𝑩 |2 + 6 𝜋𝜒3 |𝑬 |4 ]𝖽 3 𝒙 

= 

1 
8 𝜋 ∫𝑄 

[(
1 + 4 𝜋𝜒1 )|𝒆 1 |2 + |𝒃 2 |2 + 6 𝜋𝜒3 |𝒆 1 |4 ]𝖽 3 𝒙 . (32) 

e could proceed in an analogous manner for the magnetic field. 

As a second example, we might consider a system where the polar-

zation depends on the electric field nonlocally in space. For example, 

 = 𝛼𝑬 + 𝛽Δ𝑬 ⟺ 𝒑 1 = 𝛼𝒆 1 + 𝛽
(
𝖽𝖽 ∗ + 𝖽 ∗ 𝖽 

)
𝒆 1 . (33)

or example, in one dimension such a polarization might arise from an

nergy functional with a nonlocal kernel: 

 = ∬𝑄 
𝜒( 𝑥 − 𝑥 ′) 𝑒 0 ( 𝑥 ) 𝑒 0 ( 𝑥 ′) 𝖽 𝑥 𝖽 𝑥 ′ ≈ 𝛼( 𝑒 0 , 𝑒 0 ) + 𝛽( 𝖽 0 𝑒 0 , 𝖽 0 𝑒 0 ) (34)

here 𝜒̂(0) = 𝛼, 𝜒̂ ′(0) = 0 , and 𝜒̂ ′′(0) = 𝛽 (the hat indicates the Fourier

ransform). The energy functional for such nonlocal polarizations may

e written 

 = − 

1 
2 ∫𝑄 

[
𝛼|𝑬 |2 + 𝛽

(|∇ ⋅ 𝑬 |2 + |∇ × 𝑬 |2 )]𝖽 3 𝒙 
= − 

1 
2 ∫𝑄 

[
𝛼|𝒆 1 |2 + 𝛽

(|𝖽 ∗ 𝒆 1 |2 + |𝖽 𝒆 1 |2 )]𝖽 3 𝒙 (35) 

ence, assuming homogeneous boundary conditions, one obtains the

amiltonian 

 = 

1 
8 𝜋 ∫𝑄 

[
( 1 + 4 𝜋𝛼) |𝑬 |2 + |𝑩 |2 + 4 𝜋𝛽

(|∇ ⋅ 𝑬 |2 + |∇ × 𝑬 |2 )]𝖽 3 𝒙 
= 

1 
8 𝜋 ∫𝑄 

[
( 1 + 4 𝜋𝛼) |𝒆 1 |2 + |𝒃 2 |2 + 4 𝜋𝛽

(|𝖽 ∗ 𝒆 1 |2 + |𝖽 𝒆 1 |2 )]𝖽 3 𝒙 . (36) 

his yields a Maxwell wave equation of the form 

 

2 
𝑡 

[
( 𝛼 + 𝛽Δ) −1 𝑬 

]
+ 𝑐 2 ∇ × ∇ × 𝑬 = 0 . (37)

estricting our attention temporarily to one-dimensional plane wave so-

utions of Maxwell’s equations, we obtain the dispersion relation 

 ( 𝑘 ) = ± 

√ 

𝑐 2 𝑘 2 

𝛼 + 𝛽𝑘 2 
⇒ 𝑣 𝑔 ( 𝑘 ) = ± 

𝛼

𝑐 2 

( 
𝑐 2 

𝛼 + 𝛽𝑘 2 

) 3∕2 
, 𝑣 𝑝ℎ ( 𝑘 ) = ± 

√ 

𝑐 2 

𝛼 + 𝛽𝑘 2 
. 

(38) 

ence, this Hamiltonian models a dispersive medium which retards the

ropagation of high wavenumber modes. We could proceed in an anal-

gous manner to define a magnetization with nonlocal dependence on

he magnetic field. 
4 
. A geometric Vlasov-Maxwell model in general media 

We now turn our attention to the geometric interpretation of the

ull kinetic model given in [1] which extends the previously described

odel for Maxwell’s equations with general, self-consistent polarization

nd magnetization to be coupled to a kinetic theory. We briefly review

his model stated in the language of vector calculus (in Gaussian units)

efore proceeding. As before, we define an energy functional 𝐾 which

cts as a coupling between the fields and the matter thus giving rise to

he polarization and magnetization: 

 = 𝐾[ 𝑓, 𝑬 , 𝑩 ] = ∫  ( 𝒙 , 𝒗 , 𝑬 , 𝑩 , ∇ 𝒙 𝑬 , ∇ 𝒙 𝑩 , ⋯ ) 𝑓 ( 𝒙 , 𝒗 ) 𝖽 3 𝒙 𝖽 3 𝒗 . (39)

he ( 𝑫 , 𝑯 ) fields are defined as before in equation (4) . For notational

onvenience, the standard (finite dimensional) Poisson bracket and Lit-

lejohn’s bracket [19] are respectively denoted: 

 𝑔 , ℎ ] 𝒗 = 

1 
𝑚 

(
∇ 𝒙 𝑔 ⋅ ∇ 𝒗 ℎ − ∇ 𝒙 ℎ ⋅ ∇ 𝒗 𝑔 

)
and [ 𝑔 , ℎ ] 𝑩 = 

𝑞 

𝑚 

2 𝑐 
𝑩 ⋅
(
∇ 𝒗 𝑔 × ∇ 𝒗 ℎ 

)
.

(40) 

hen the kinetic model may be written: 

𝜕 𝑡 𝑓 + [ 𝑓,  ] 𝒗 + [ 𝑓,  ] 𝑩 + 

𝑞 

𝑚 

𝑬 ⋅ ∇ 𝒗 𝑓 = 0 

𝜕 𝑡 𝑫 − 𝑐∇ ×𝑯 + 

4 𝜋𝑞 
𝑚 

∫ ∇ 𝒗  𝑓𝖽 3 𝒗 = 0 

𝜕 𝑡 𝑩 + 𝑐∇ × 𝑬 = 0 . (41) 

his model possesses a Hamiltonian formulation. The Hamiltonian is

iven by 

[ 𝑓, 𝑬 , 𝑩 ] = 𝐾 − ∫
𝛿𝐾 

𝛿𝑬 

⋅ 𝑬 𝖽 3 𝒙 + 

1 
8 𝜋 ∫

(|𝑬 |2 + |𝑩 |2 )𝖽 3 𝒙 . (42)

s was the case for the macroscopic formulation of Maxwell’s equations,

hile the Hamiltonian is most naturally stated in terms of the fields

 𝑬 , 𝑩 ) , the Poisson bracket is most naturally stated in terms of ( 𝑫 , 𝑩 ) : 

 𝐹 , 𝐺} = ∫ 𝑓 

[ 
𝛿𝐹 

𝛿𝑓 
, 
𝛿𝐺 

𝛿𝑓 

] 
𝒗 

𝖽 3 𝒙 𝖽 3 𝒗 + ∫ 𝑓 

[ 
𝛿𝐹 

𝛿𝑓 
, 
𝛿𝐺 

𝛿𝑓 

] 
𝑩 

𝖽 3 𝒙 𝖽 3 𝒗 

+ 

4 𝜋𝑞 
𝑚 

∫ 𝑓 

( 
𝛿𝐺 

𝛿𝑫 

⋅ ∇ 𝒗 
𝛿𝐹 

𝛿𝑓 
− 

𝛿𝐹 

𝛿𝑫 

⋅ ∇ 𝒗 
𝛿𝐺 

𝛿𝑓 

) 
𝖽 3 𝒙 𝖽 3 𝒗 

+ 4 𝜋𝑐 ∫
(
𝛿𝐹 

𝛿𝑫 

⋅ ∇ × 𝛿𝐺 

𝛿𝑩 

− 

𝛿𝐺 

𝛿𝑫 

⋅ ∇ × 𝛿𝐹 

𝛿𝑩 

)
𝖽 3 𝒙 (43) 

here 𝑚 and 𝑞 are the mass and charge of the plasma species in ques-

ion. All functional derivatives in this formulation are identified with

he 𝐿 

2 inner product. It is helpful to establish some terminology. The

oisson bracket splits into four parts: the first is the Poisson bracket

hich gives rise to the Vlasov equation and is thus called the Vlasov

racket; the last, as we saw in the previous section, is the bracket for

axwell’s equations and is called the Maxwell bracket; the middle two

re called the particle coupling brackets because they mediate the cou-

ling between the fields and the plasma. 

.1. Translating the Hamiltonian structure into a geometric language 

We begin our investigation of this model’s geometric formulation

ith a brief review of the metric free construction of the canonical Pois-

on bracket. This construction is classical (emerging from [20,21] ; see,

.g., [22] ), so we refer the reader to these references for a detailed dis-

ussion and simply recall the definitions. If 𝑄 is a manifold, let 𝜋𝑄 ∶
 

∗ 𝑄 → 𝑄 be the cotangent bundle projection and 𝜋𝑇 ∗ 𝑄 ∶ 𝑇 ( 𝑇 ∗ 𝑄 ) → 𝑇 ∗ 𝑄

e the tangent bundle projection of 𝑇 ( 𝑇 ∗ 𝑄 ) . Letting 𝑎 ∈ 𝑇 ( 𝑇 ∗ 𝑄 ) , we

efine the canonical 1-form, 𝜃, by the formula ⟨𝑎, 𝜃⟩ = ⟨𝑇 𝜋𝑄 𝑎, 𝜋𝑇 ∗ 𝑄 𝑎 ⟩
here 𝑇 𝜋𝑄 ∶ 𝑇 ( 𝑇 ∗ 𝑄 ) → 𝑇 𝑄 is the tangent map of 𝜋𝑄 . The canonical

ymplectic 2-form is then defined to be 𝜔 = − 𝖽 𝜃 and may be shown to

e full rank. Finally, one defines the Poisson bivector as the inverse of

 . That is, we define 

 𝑓, 𝑔] = 𝐽 ( 𝖽 𝑓, 𝖽 𝑔) = 𝜔 ( 𝑋 𝑓 , 𝑋 𝑔 ) (44)
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here we define 𝗂 𝑋 𝑓 𝜔 = 𝜔 ( 𝑋 𝑓 , ⋅) = 𝖽 𝑓 and similarly for 𝑋 𝑔 . Because of

he non-degeneracy of 𝜔 , this expression is well defined. Moreover, its

onstruction made no use of a metric. This is clear when we write the

anonical Poisson bracket in local coordinates ( 𝒙 , 𝒖 ) ∈ 𝑇 ∗ 𝑄 : 

 𝑓, 𝑔 ] = 

𝜕𝑓 

𝜕𝑥 𝑖 
𝜕𝑔 

𝜕𝑢 𝑖 
− 

𝜕𝑔 

𝜕𝑥 𝑖 
𝜕𝑓 

𝜕𝑢 𝑖 
. (45)

We call 𝑄 the configuration space and let 𝔤 = 𝐶 

∞( 𝑇 ∗ 𝑄 ) . Then we

nterpret the phase space density as living in 𝔤 ∗ , i.e. 𝑓 ∈ 𝔤 ∗ . We might

hink of 𝔤 as the space of 0-forms over 𝑇 ∗ 𝑄 and 𝔤 ∗ as the space of 6-

orms, however, we find that it is cleaner and more general to keep

ll notions of duality pairing abstract rather than commit to a single

erspective of duality. As in [23] (see also [24] ), one may write the

ie-Poisson particle bracket as 

 𝐹 , 𝐺} 𝐿𝑃 = 

⟨ 

𝑓, 

[ 
𝛿𝐹 

𝛿𝑓 
, 
𝛿𝐺 

𝛿𝑓 

] ⟩ 

𝔤 ∗ , 𝔤 
, (46)

here [ ⋅, ⋅] is the canonical Poisson bracket and functional derivatives

ith respect to 𝑓 are understood in terms of the natural duality pairing

functional evaluation) between 𝔤 and 𝔤 ∗ . Therefore, because 𝑓 ∈ 𝔤 ∗ , it
ollows that 𝛿𝐹 ∕ 𝛿𝑓 ∈ 𝔤 = 𝐶 

∞( 𝑇 ∗ 𝑄 ) . 
Recall from section 2.3 that 𝒅 1 ∗ ∈ (Λ1 ( 𝑄 )) ∗ in the sense that it is a

ounded linear functional on the space of 1-forms. The natural duality

airing on 𝑘 -forms is denoted ⟨⋅, ⋅⟩Λ𝑘 ∶ (Λ𝑘 ( 𝑄 )) ∗ × Λ𝑘 ( 𝑄 ) → ℝ . This is not

he pointwise duality of vectors and covectors, but rather duality at the

evel of the function space. Because 𝛿𝐹 ∕ 𝛿𝒅 1 ∗ ∈ Λ1 ( 𝑄 ) and 𝒃 2 ∈ Λ2 ( 𝑄 ) , it
ollows that we may rewrite the particle coupling terms as 

 𝒖 
𝛿𝐹 

𝛿𝑓 
⋅
𝛿𝐺 

𝛿𝑫 

↦ 𝜾
𝖽 𝒖 

𝛿𝐹 
𝛿𝑓 

𝛿𝐺 

𝛿𝒅 1 ∗ 
= 

𝛿𝐺 

𝛿𝒅 1 ∗ 

( 
𝖽 𝒖 

𝛿𝐹 

𝛿𝑓 

) 
(47)

nd 

 ⋅ ∇ 𝒖 
𝛿𝐹 

𝛿𝑓 
× ∇ 𝒖 

𝛿𝐺 

𝛿𝑓 
↦ 𝜾

𝖽 𝒖 
𝛿𝐹 
𝛿𝑓 

𝜾
𝖽 𝒖 

𝛿𝐺 
𝛿𝑓 

𝒃 2 = 𝒃 2 
( 
𝖽 𝒖 

𝛿𝐹 

𝛿𝑓 
, 𝖽 𝒖 

𝛿𝐺 

𝛿𝑓 

) 
(48)

here on the left the functional derivatives are understood with respect

o the 𝐿 

2 pairing, and on the right, with respect to the natural pairing

ia functional evaluation. 

.2. The geometric and Hamiltonian structure of Vlasov-Maxwell 

Using the results for the macroscopic Maxwell equations from

ection 2.3 and the previous subsection, we find that the geometric

lasov-Maxwell Hamiltonian structure may be written 

 𝐹 , 𝐺} = 

1 
𝑚 

⟨ 

𝑓, 

[ 
𝛿𝐹 

𝛿𝑓 
, 
𝛿𝐺 

𝛿𝑓 

] ⟩ 

𝔤 ∗ , 𝔤 
+ 

𝑞 

𝑚 

2 𝑐 

⟨ 

𝑓, 𝒃 2 
( 
𝖽 𝒖 

𝛿𝐹 

𝛿𝑓 
, 𝖽 𝒖 

𝛿𝐺 

𝛿𝑓 

) ⟩ 

𝔤 ∗ , 𝔤 

+ 

4 𝜋𝑞 
𝑚 

⟨ 

𝑓, 
𝛿𝐺 

𝛿𝒅 1 ∗ 

( 
𝖽 𝒖 

𝛿𝐹 

𝛿𝑓 

) 
− 

𝛿𝐹 

𝛿𝒅 1 ∗ 

( 
𝖽 𝒖 

𝛿𝐺 

𝛿𝑓 

) ⟩ 

𝔤 ∗ , 𝔤 

− 4 𝜋𝑐 
⎡ ⎢ ⎢ ⎣ 
⟨ 

𝛿𝐹 

𝛿𝒃 2 
, 𝖽 1 

𝛿𝐺 

𝛿𝒅 1 ∗ 

⟩ 

(Λ2 ) ∗ , Λ2 

− 

⟨ 

𝛿𝐺 

𝛿𝒃 2 
, 𝖽 1 

𝛿𝐹 

𝛿𝒅 1 ∗ 

⟩ 

(Λ2 ) ∗ , Λ2 

⎤ ⎥ ⎥ ⎦ . (49) 

s desired, this bracket is explicitly metric free. As noted in [8] , the

oisson bracket is metric free in general and it should be possible to find

n explicitly metric free formulation of the bracket for any Hamiltonian

eld theory. 

The Hamiltonian is written 

[ 𝑓, 𝒆 1 , 𝒃 2 ] = 𝐾[ 𝑓, 𝒆 1 , 𝒃 2 ] − 

⟨ 

𝛿𝐾 

𝛿𝒆 1 
, 𝒆 1 
⟩ 

(Λ1 ) ∗ , Λ1 

+ 

1 
8 𝜋
[(
𝒆 1 , 𝒆 1 

)
𝐿 2 Λ1 + 

(
𝒃 2 , 𝒃 2 

)
𝐿 2 Λ2 

]
, (50) 

here we define 𝒅 1 ∗ as in the previous section. We reiterate that we have

eft the precise notion of duality unspecified for generality, however

sually the 𝐿 

2 inner product is used. Moreover, as in [1] , 

[ 𝑓, 𝒆 1 , 𝒃 2 ] = ⟨𝑓,  ⟩𝔤 ∗ , 𝔤 (51)
5 
here  =  ( 𝒙 , 𝒖 , 𝒆 1 , 𝒃 2 ) ∈ 𝔤 for given 𝒆 1 and 𝒃 2 . Letting 𝐻 [ 𝑓, 𝒅 1 ∗ , 𝒃 
2 ] =

[ 𝑓, 𝒆 1 , 𝒃 2 ] , we find 

𝛿𝐻 

𝛿𝒅 1 ∗ 
= 

𝒆 1 

4 𝜋
and 

𝛿𝐻 

𝛿𝒃 2 
= 

𝒉 2 ∗ 
4 𝜋

, (52)

here 𝒉 2 ∗ ∈ (Λ2 ( 𝑄 )) ∗ . As shown in [1] , 𝛿𝐻 ∕ 𝛿𝑓 =  . 

.3. The weak equations of motion 

Using the expressions for the derivatives of the Hamiltonian, it is

ossible to derive the equations of motion, viz. 

 𝐹 , 𝐻 } = 

1 
𝑚 

⟨ 

𝑓, 

[ 
𝛿𝐹 

𝛿𝑓 
,  

] ⟩ 

𝔤 ∗ , 𝔤 
+ 

𝑞 

𝑚 

⟨ 

𝑓, 𝒆 1 
( 
𝖽 𝒖 

𝛿𝐹 

𝛿𝑓 

) 
− 4 𝜋 𝛿𝐹 

𝛿𝒅 1 ∗ 

(
𝖽 𝒖  

)⟩ 

𝔤 ∗ , 𝔤 

+ 

𝑞 

𝑚 

2 𝑐 

⟨ 

𝑓, 𝒃 2 
( 
𝖽 𝒖 

𝛿𝐹 

𝛿𝑓 
, 𝖽 𝒖  

) ⟩ 

𝔤 ∗ , 𝔤 

− 𝑐 
⎡ ⎢ ⎢ ⎣ 
⟨ 

𝛿𝐹 

𝛿𝒃 2 
, 𝖽 1 𝒆 

1 
⟩ 

(Λ2 ) ∗ , Λ2 
− 

⟨ 

𝒉 2 ∗ , 𝖽 1 
𝛿𝐹 

𝛿𝒅 1 ∗ 

⟩ 

(Λ2 ) ∗ , Λ2 

⎤ ⎥ ⎥ ⎦ . (53) 

ence, we obtain the weak equations of motion, 

̇
 [ 𝑓 ] = 

1 
𝑚 

⟨ 

𝑓, 

[ 
𝛿𝐹 

𝛿𝑓 
,  

] 
+ 𝑞 

[ 
𝒆 1 
( 
𝖽 𝒖 

𝛿𝐹 

𝛿𝑓 

) 
+ 

1 
𝑚𝑐 
𝒃 2 
( 
𝖽 𝒖 

𝛿𝐹 

𝛿𝑓 
, 𝖽 𝒖  

) ] ⟩ 

𝔤 ∗ , 𝔤 
, 

(54) 

̇
 [ 𝒅 1 ∗ ] = 𝑐 

⟨ 

𝒉 2 ∗ , 𝖽 1 
𝛿𝐹 

𝛿𝒅 1 ∗ 

⟩ 

(Λ2 ) ∗ , Λ2 

− 

4 𝜋𝑞 
𝑚 

⟨ 

𝑓, 
𝛿𝐹 

𝛿𝒅 1 ∗ 

(
𝖽 𝒖  

)⟩ 

𝔤 ∗ , 𝔤 

, (55) 

̇
 [ 𝒃 2 ] = − 𝑐 

⟨ 

𝛿𝐹 

𝛿𝒃 2 
, 𝖽 1 𝒆 

1 
⟩ 

(Λ2 ) ∗ , Λ2 
. (56) 

hese are supplemented with the constitutive relations, 

 

1 
∗ =  1 𝒆 

1 − 4 𝜋 𝛿𝐾 

𝛿𝒆 1 
and 𝒉 2 ∗ =  2 𝒃 

2 + 4 𝜋 𝛿𝐾 

𝛿𝒃 2 
. (57)

e think of these constitutive relations as being a part of the Hamilto-

ian. 

Further simplification is only practical if we prescribe a particular

uality pairing in the above formulas. For example, 𝐿 

2 duality reduces

he above to what was given in [1] . This weak manner of writing the

quations, while inconveniently intricate for certain purposes, has the

dvantage of explicitly splitting the theory into components which are

etric independent (the Poisson bracket) and components which are

etric dependent (the Hamiltonian). 

. Relativistic Vlasov-Maxwell in field dependent media 

We now consider the behavior of the Vlasov-Maxwell system in elec-

romagnetic field dependent media under Lorentz transformations. The

edia under consideration are not as general as those considered in [1] ,

ut still accommodate interesting models. 

.1. Derivation of a Lorentz invariant formulation 

We start by writing out the equations of motion in the more standard

anguage of vector calculus and verifying that they are Lorentz invariant.

et 𝑓 = 𝑓 ( 𝒙 , 𝒖 ) , where 𝒖 is the “reduced ” velocity, which is related to the

inematic velocity by 

 = 

𝒗 ∕ 𝑐 √
1 − 𝑣 2 ∕ 𝑐 2 

⟺ 𝒗 = 

𝑐 𝒖 √
1 + 𝑢 2 

. (58)

e wish to study the following kinetic model: 

𝜕𝑓 

𝜕𝑡 
+ 

𝑐 𝒖 √
1 + 𝑢 2 

⋅ ∇ 𝒙 𝑓 + 

𝑞 

𝑚 

( 

𝑬 + 

𝒖 √
1 + 𝑢 2 

× 𝑩 

) 

⋅ ∇ 𝒖 𝑓 = 0 
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𝐿
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v  

fi  

t

𝐻

s

𝑫  

O  

s  

d

 

𝐿  

𝐻  

w  

L

𝐻

𝜕 𝑫 

𝜕𝑡 
= 𝑐∇ ×𝑯 − 

4 𝜋𝑞 
𝑚 

∫𝑄 
𝑐 𝒖 √
1 + 𝑢 2 

𝑓 𝖽 3 𝒖 

𝜕 𝑩 

𝜕𝑡 
= − 𝑐∇ × 𝑬 . (59) 

f we were to let 𝑫 = 𝑬 ∕4 𝜋 and 𝑯 = 𝑩 ∕4 𝜋, then these equations reduce

o the usual Vlasov-Maxwell equations which are Lorentz invariant (e.g.,

ee [25] ). Hence, we need only consider the assumptions on the consti-

utive relations for ( 𝑫 , 𝑯 ) which ensure the covariance of Ampère’s law.

An idea for building in such covariance for electromagnetic fields in

edia dates to the early 20th century by Mie, Schwarzschild, and others

cf. [26] ). One proceeds by building a Lagrangian density out of Lorentz

nvariant terms, and then obtains constitutive relations by taking partial

erivatives of the Lagrangian density with respect to the fields 𝑬 and

 . In the spirit of the polarization and magnetization calculations of

1] , we generalize this procedure by writing the constitutive relations

n terms of functional derivatives of the Lagrangian, which allows for

he accommodation of more general theories that involve higher order

erivative Lagrangians (e.g., [27] ). 

For the present context, we suppose an electromagnetic Lagrangian

f the following form: 

 𝐸𝑀 

[ 𝑬 , 𝑩 ] = 

1 
2 ∫𝑄 

(|𝑬 |2 − |𝑩 |2 )𝖽 3 𝒙 − 4 𝜋𝐾 𝐸𝑀 

[ 𝑬 , 𝑩 ] , (60)

here 𝐾 𝐸𝑀 

is an arbitrary functional the fields. Then we define 

 = 

𝛿𝐿 𝐸𝑀 

𝛿𝑬 

= 𝑬 − 4 𝜋
𝛿𝐾 𝐸𝑀 

𝛿𝑬 

and 𝑯 = − 

𝛿𝐿 𝐸𝑀 

𝛿𝑩 

= 𝑩 + 4 𝜋
𝛿𝐾 𝐸𝑀 

𝛿𝑩 

, 

(61) 

s in [1] . 

The Lagrangian transforms as a scalar between inertial reference

rames 𝑆 and 𝑆 

′ with relative velocity 𝒗 : 

 𝐸𝑀 

[ 𝑬 , 𝑩 ] = 𝐿 

′
𝐸𝑀 

[ 𝑬 

′, 𝑩 

′] = 

1 
2 ∫𝑄 

(|𝑬 

′|2 − |𝑩 

′|2 )𝖽 3 𝒙 − 4 𝜋𝐾 

′
𝐸𝑀 

[ 𝑬 

′, 𝑩 

′] , 

(62) 

here we let 𝐾 

′
𝐸𝑀 

[ 𝑬 

′, 𝑩 

′] = 𝐾 𝐸𝑀 

[ 𝑬 , 𝑩 ] . This may be accomplished by

aking 𝐾 𝐸𝑀 

depend only on the fields through the two Lorentz invari-

nts, |𝑬 |2 − |𝑩 |2 and 𝑬 ⋅ 𝑩 , so that 𝐾 𝐸𝑀 

itself is Lorentz invariant. The

orentz boosted fields may be written as 

 

𝑬 

′

𝑩 

′

) 
= 

⎛ ⎜ ⎜ ⎝ 
𝛾𝕀 + (1 − 𝛾) 𝒗 ⊗ 𝒗 

𝑣 2 
𝛾𝒗̂ 

− 

𝛾

𝑐 2 
𝒗̂ 𝛾𝕀 + (1 − 𝛾) 𝒗 ⊗ 𝒗 

𝑣 2 

⎞ ⎟ ⎟ ⎠ 
( 
𝑬 

𝑩 

) 
=∶ 𝔹 ( 𝒗 ) 

( 
𝑬 

𝑩 

) 
, 

(63) 

here the hat map indicates 𝒗̂ 𝑩 = 𝒗 × 𝑩 . 

Therefore, it follows that 

 

′
𝐸𝑀 

[ 𝑬 

′, 𝑩 

′] = 𝐿 

′
𝐸𝑀 

[ 𝔹 ( 𝒗 )( 𝑬 , 𝑩 )] = 𝐿 𝐸𝑀 

[ 𝑬 , 𝑩 ] ⇒

 

′
𝐸𝑀 

[ 𝑬 

′, 𝑩 

′] = 𝐿 𝐸𝑀 

[ 𝔹 (− 𝒗 )( 𝑬 

′, 𝑩 

′)] , (64) 

ince 𝔹 

−1 ( 𝒗 ) = 𝔹 (− 𝒗 ) , and we find that 

𝛿𝐿 𝐸𝑀 

𝛿( 𝑬 , 𝑩 ) 
⋅ ( 𝛿𝑬 , 𝛿𝑩 ) = 

𝛿𝐿 

′
𝐸𝑀 

𝛿( 𝑬 

′, 𝑩 

′) 
⋅ ( 𝛿𝑬 

′, 𝛿𝑩 

′) 

= 

𝛿𝐿 

′
𝐸𝑀 

𝛿( 𝑬 

′, 𝑩 

′) 
⋅ 𝔹 ( 𝒗 )( 𝛿𝑬 , 𝛿𝑩 ) 

= 𝔹 

𝑇 ( 𝒗 ) 
𝛿𝐿 

′
𝐸𝑀 

𝛿( 𝑬 

′, 𝑩 

′) 
( 𝛿𝑬 , 𝛿𝑩 ) , (65) 

hich implies 

𝛿𝐿 𝐸𝑀 

𝛿( 𝑬 , 𝑩 ) 
= 𝔹 

𝑇 ( 𝒗 ) 
𝛿𝐿 

′
𝐸𝑀 

𝛿( 𝑬 

′, 𝑩 

′) 
. (66)

herefore, we find that 
 

𝑫 

′

− 𝑯 

′

) 
= 

𝛿𝐿 𝐸𝑀 

𝛿( 𝑬 

′, 𝑩 

′) 
= 𝔹 

− 𝑇 ( 𝒗 ) 
𝛿𝐿 𝐸𝑀 

𝛿( 𝑬 , 𝑩 ) 
= 𝔹 

− 𝑇 ( 𝒗 ) 
( 
𝑫 

− 𝑯 

) 
. (67)
6 
owever, 

 

− 𝑇 ( 𝒗 ) = 𝔹 

𝑇 (− 𝒗 ) = 

⎛ ⎜ ⎜ ⎝ 
𝛾𝕀 + (1 − 𝛾) 𝒗 ⊗ 𝒗 

𝑣 2 
− 

𝛾

𝑐 2 
𝒗̂ 

𝛾𝒗̂ 𝛾𝕀 + (1 − 𝛾) 𝒗 ⊗ 𝒗 

𝑣 2 

⎞ ⎟ ⎟ ⎠ , (68)

ince 𝒗̂ 𝑇 = − ̂𝒗 . Hence, 

 

𝑫 

′

− 𝑯 

′

) 
= 

⎛ ⎜ ⎜ ⎝ 
𝛾𝕀 + (1 − 𝛾) 𝒗 ⊗ 𝒗 

𝑣 2 
− 

𝛾

𝑐 2 
𝒗̂ 

𝛾𝒗̂ 𝛾𝕀 + (1 − 𝛾) 𝒗 ⊗ 𝒗 

𝑣 2 

⎞ ⎟ ⎟ ⎠ 
( 
𝑫 

− 𝑯 

) 

= 

⎛ ⎜ ⎜ ⎝ 
𝛾( 𝑫 + 

1 
𝑐 2 
𝒗 ×𝑯 ) + (1 − 𝛾) 𝒗 ⋅𝑫 

𝑣 2 
𝒗 

𝛾(− 𝑯 + 𝒗 ×𝑫 ) − (1 − 𝛾) 𝒗 ⋅𝑯 

𝑣 2 
𝒗 

⎞ ⎟ ⎟ ⎠ , (69) 

hich upon simplification gives 

𝑫 

′ = 𝛾( 𝑫 + 

1 
𝑐 2 
𝒗 ×𝑯 ) + (1 − 𝛾) 𝒗 ⋅𝑫 

𝑣 2 
𝒗 

 

′ = 𝛾( 𝑯 − 𝒗 ×𝑫 ) + (1 − 𝛾) 𝒗 ⋅𝑯 

𝑣 2 
𝒗 . (70) 

quations (70) describe precisely the manner in which the macroscopic

elds must transform to ensure the Lorentz invariant of Maxwell’s equa-

ions. 

If one defines the constitutive relation between ( 𝑬 , 𝑩 ) and ( 𝑫 , 𝑯 ) via

ur general functional derivative form of (61) where the Lagrangian is

n arbitrary functional of Lorentz invariants, the resulting kinetic theory

s Lorentz invariant. As many models in nonlinear electrodynamics are

rescribed via a Lorentz invariant Lagrangian, e.g., the Born-Infeld and

uler-Heisenberg models and those of [27] , this framework provides a

onvenient means of coupling such models to a plasma. 

.2. Derivation of the Hamiltonian structure 

As just demonstrated, the electromagnetic Lagrangian as defined in

he previous section is Lorentz invariant and therefore provides a con-

enient starting point to define the Hamiltonian. The Hamiltonian is de-

ned via a Legendre transform of the electromagnetic Lagrangian plus

he relativistic kinetic energy: 

[ 𝑓, 𝑬 , 𝑩 ] = ∫𝑇𝑄 𝑚𝑐 
√
1 + 𝑢 2 𝑓 ( 𝒙 , 𝒖 ) 𝖽 3 𝒙 𝖽 3 𝒖 

+ ∫𝑄 
𝛿𝐿 𝐸𝑀 

𝛿𝑬 

⋅ 𝑬 𝖽 3 𝒙 − 

𝐿 𝐸𝑀 

[ 𝑬 , 𝑩 ] 
4 𝜋

= ∫𝑇𝑄 𝑚𝑐 
√
1 + 𝑢 2 𝑓 ( 𝒙 , 𝒖 ) 𝖽 3 𝒙 𝖽 3 𝒖 + 𝐾 𝐸𝑀 

[ 𝑬 , 𝑩 ] 

+ ∫𝑄 𝑫 ⋅ 𝑬 𝖽 3 𝒙 − 

1 
8 𝜋 ∫𝑄 

[|𝑬 |2 − |𝑩 |2 ] 𝖽 3 𝒙 , (71) 

ince 

 = 

𝛿𝐿 𝐸𝑀 

𝛿𝑬 

= 𝑬 − 4 𝜋
𝛿𝐾 𝐸𝑀 

𝛿𝑬 

. (72)

ne can clearly see that this reduces to the form of Hamiltonian pre-

cribed in [1] . A similar Hamiltonian for a model with point charges is

efined in [28] , and is shown to arise from a variational principle. 

While the electromagnetic Lagrangian is Lorentz invariant,

 

′
𝐸𝑀 

[ 𝑓 ′, 𝑬 

′, 𝑩 

′] = 𝐿 𝐸𝑀 

[ 𝑓, 𝑬 , 𝑩 ] , it is not in general the case that

 

′[ 𝑓 ′, 𝑬 

′, 𝑩 

′] = 𝐻[ 𝑓, 𝑬 , 𝑩 ] . Rather, in a given inertial reference frame,

e subordinate the definition of the Hamiltonian to that of the

agrangian: 

 

′[ 𝑓 ′, 𝑬 

′, 𝑩 

′] = ∫𝑇𝑄 𝑚𝑐 
√
1 + 𝑢 ′2 𝑓 ′( 𝒙 ′, 𝒖 ′) 𝖽 3 𝒙 ′ 𝖽 3 𝒖 ′ (73) 

+ ∫𝑄 
𝛿𝐿 

′
𝐸𝑀 

𝛿𝑬 

′ ⋅ 𝑬 

′ 𝖽 3 𝒙 ′ − 

𝐿 

′
𝐸𝑀 

[ 𝑬 

′, 𝑩 

′] 
4 𝜋

= ∫𝑇𝑄 𝑚𝑐 
√
1 + 𝑢 ′2 𝑓 ′( 𝒙 ′, 𝒖 ′) 𝖽 3 𝒙 ′𝖽 3 𝒖 ′ + 𝐾 

′
𝐸𝑀 

[ 𝑬 

′, 𝑩 

′] 
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√
𝑖  
+ ∫𝑄 𝑫 

′ ⋅ 𝑬 

′𝖽 3 𝒙 − 

1 
8 𝜋 ∫𝑄 

[|𝑬 

′|2 − |𝑩 

′|2 ]𝖽 3 𝒙 ′. (74) 

he Poisson bracket is defined in the same manner regardless of our

hoice of reference frame. It is straightforward to show that this Hamil-

onian along with the Poisson bracket from [1] yields the equations of

otion given in Eqs. (59) . It should be noted that in the nonrelativistic

imit the Hamiltonian theory clearly reduces to that of [1] , since this

s immediate from the nonrelativistic limit of the Hamiltonian, which

educes for simple media to the original Vlasov-Maxwell Hamiltonian

tructure of [23,29,30] . Similarly, for relativistic simple media, the the-

ry reduces to that given in [31] . 

.3. Geometric Relativistic Vlasov-Maxwell 

We now briefly summarize the expression of the Lorentz-invariant

elativistic Vlasov-Maxwell system discussed in the previous sections in

erms of the geometric language developed in this paper. The pointwise

inetic energy is given by 

 = 𝑚𝑐 
√
1 + 𝑢 2 where 𝒖 = 

𝒗 ∕ 𝑐 √
1 − 𝑣 2 ∕ 𝑐 2 

(75)

s the reduced velocity and 𝒗 is the kinematic velocity. One can see that

 𝒖  = 

𝜕 

𝜕 𝒖 
⋅
𝜕 

𝜕 𝒙 
= 

𝑚𝑐 𝒖 √
1 + 𝑢 2 

⋅
𝜕 

𝜕 𝒙 
(76)

here the dot-product notation indicates contraction of up and down

ndices. 

For notational simplicity, we identify the dual space via the 𝐿 

2 in-

er product. Hence, all functional derivatives in the following will be

dentified with respect to the 𝐿 

2 inner product. Denote 𝒆 1 = 𝑬 ( 𝒙 ) ⋅ 𝖽 𝒙 ,
 

2 = 𝑩 ⋅ 𝖽 𝑺 , 

 

1 = 

𝛿𝐿 𝐸𝑀 

𝛿𝒆 1 
= 𝑫 ⋅ 𝖽 𝒙 , and 𝒉 2 = 

𝛿𝐿 𝐸𝑀 

𝛿𝒃 2 
= 𝑯 ⋅ 𝖽 𝑺 , (77)

here the electromagnetic Lagrangian 𝐿 𝐸𝑀 

[ 𝒆 1 , 𝒃 2 ] is assumed to be

orentz invariant. We find 

 𝐹 , 𝐻} = 

( 

𝑓, 
𝜕 

𝜕 𝒙 

𝛿𝐹 

𝛿𝑓 
⋅

𝑐 𝒖 √
1 + 𝑢 2 

) 

𝐿 2 ( 𝑇 ∗ 𝑄 ) 

+ 

𝑞 

𝑚𝑐 

( 

𝑓, 𝑩 ⋅

( 

𝜕 

𝜕 𝒖 

𝛿𝐹 

𝛿𝑓 
× 𝑐 𝒖 √

1 + 𝑢 2 

) ) 

𝐿 2 ( 𝑇 ∗ 𝑄 ) 

+ 

𝑞 

𝑚 

( 

𝑓, 𝑬 ⋅
𝜕 

𝜕 𝒖 

𝛿𝐹 

𝛿𝑓 
− 4 𝜋 𝛿𝐹 

𝛿𝑫 

⋅
𝑚𝑐 𝒖 √
1 + 𝑢 2 

) 

𝐿 2 ( 𝑇 ∗ 𝑄 ) 

− 𝑐 

[ (
𝛿𝐹 

𝛿𝑩 

, ∇ × 𝑬 

)
𝐿 2 ( 𝑄 ) 

− 

(
𝑯 , ∇ × 𝛿𝐹 

𝛿𝑫 

)
𝐿 2 ( 𝑄 ) 

] 
. (78) 

or arbitrary (time-independent) test functions 𝑔( 𝒙 , 𝒖 ) , 𝝍 ( 𝒙 ) , and 𝝓( 𝒙 ) ,
et 

 [ 𝑓, 𝒆 1 , 𝒃 2 ] = ∫𝑇 ∗ 𝑄 𝑔𝑓 𝖽 
3 𝒙 𝖽 3 𝒖 + ∫𝑄 𝝍 ⋅ 𝑬 𝖽 3 𝒙 + ∫𝑄 𝝓 ⋅ 𝑩 𝖽 3 𝒙 . (79)

e may extract each of the three dynamical equations by setting two

f the three test functions identically equal to zero. Doing so, we obtain

he Vlasov equation, (
𝑔, 𝜕 𝑡 𝑓 

)
𝐿 2 ( 𝑇 ∗ 𝑄 ) 

− 

( 

𝑓, 
𝑐 𝒖 √
1 + 𝑢 2 

⋅
𝜕𝑔 

𝜕 𝒙 
+ 

𝑞 

𝑚 

[ 
𝑬 + 

𝒖 √
1 + 𝑢 2 

× 𝑩 

] 
⋅
𝜕𝑔 

𝜕 𝒖 

) 

𝐿 2 ( 𝑇 ∗ 𝑄 ) 

= 0 , (80) 

araday’s law, 𝜕 𝑡 𝑩 = −∇ × 𝑬 , and Ampère’s law, 

𝝍 , 𝜕 𝑡 𝑫 

)
𝐿 2 ( 𝑄 ) = 𝑐 ( 𝑯 , ∇ × 𝝍 ) 𝐿 2 ( 𝑄 ) − 4 𝜋𝑞 

( 

𝑓, 
𝝍 ⋅ 𝑐 𝒖 √
1 + 𝑢 2 

) 

𝐿 2 ( 𝑇 ∗ 𝑄 ) 

. (81)
7 
otice, Faraday’s law is expressed strongly whereas the Vlasov equa-

ion and Ampère’s law are expressed weakly. With homogeneous bound-

ry conditions, one may recover the strong equations via integration by

arts. It is however useful to have the equations in weak form as this

requently provides a starting place for numerical methods. 

It is clear that ∇ ⋅ 𝑩 = 0 is exactly conserved by the flow. If we take

he functional 

 𝐷 [ 𝑓, 𝑫 ] = ∫𝑄 ∇ 𝜂 ⋅𝑫 + 𝜂

( 

4 𝜋𝑞 ∫𝑇 ∗ 𝒙 𝑄 
𝑓𝖽 3 𝒖 

) 

𝖽 3 𝒙 (82)

here 𝜂 = 𝜂( 𝒙 ) is arbitrary, then we find 

 𝑡 𝐶 𝐷 = ∫𝜕𝑄 𝜂𝑱 ⋅ 𝖽 𝑺 where 𝑱 ( 𝒙 ) = 4 𝜋𝑞 ∫𝑇 ∗ 𝒙 𝑆 
𝑐 𝒖 √
1 + 𝑢 2 

𝑓 𝖽 3 𝒖 . (83)

onservation of 𝐶 𝐷 represents charge conservation in a weak form.

ote, only we showed here that this functional Poisson commutes with

he Hamiltonian, but on an infinite domain or on a compact Rieman-

ian manifold (without boundary), this is in fact a Casimir invariant

32–34] . Further commentary on boundary conditions is impeded be-

ause the appropriate boundary conditions for the distribution function

hich yield a valid Poisson bracket on a manifold with a boundary are

et unknown. 

.4. On the Lorentz invariance of more general media 

Following the approach taken in [25] , we now investigate the fea-

ibility of a covariant formulation in more general media. The Vlasov

quation obtained by the fully general media prescribed in [1] is 

𝜕𝑓 

𝜕𝑡 
+ [ 𝑓,  ] + 

(
𝑬 + 

1 
𝑐 
∇ 𝒖  × 𝑩 

)
⋅ ∇ 𝒖 𝑓 = 0 (84)

here  =  ( 𝒙 , 𝒖 , 𝑬 , 𝑩 ) . For convenience, we have set 𝑚 = 𝑞 = 1 . For

he sake of simplicity, suppose  does not depend on 𝒙 . Then we find 

𝜕𝑓 

𝜕𝑡 
+ ∇ 𝒖  ⋅ ∇ 𝒙 𝑓 + 

(
𝑬 + 

1 
𝑐 
∇ 𝒖  × 𝑩 

)
⋅ ∇ 𝒖 𝑓 = 0 . (85)

et 

 = 𝑬 + 

1 
𝑐 
∇ 𝒖  × 𝑩 . (86)

o begin, multiply the entire equation by 
√
1 + 𝑢 2 : 

1 + 𝑢 2 
𝜕𝑓 

𝜕𝑡 
+ 

√
1 + 𝑢 2 ∇ 𝒖  ⋅ ∇ 𝒙 𝑓 + 

√
1 + 𝑢 2 𝑨 ⋅ ∇ 𝒖 𝑓 = 0 . (87)

s shown in [35] , 𝑓 ( 𝒙 , 𝒖 ) is a Lorentz invariant: 𝑓 ( 𝒙 , 𝒖 ) = 𝑓 ′( 𝒙 ′, 𝒖 ′) .
ence, ( 𝜕 𝑡 𝑓 , 𝑐∇ 𝒙 𝑓 ) is a covariant 4-vector. Therefore, in order for the

rst two terms in the Vlasov equation to transform covariantly, we

ould need that 

 = 

( √
1 + 𝑢 2 , 

√
1 + 𝑢 2 

𝑐 
∇ 𝒖  

) 

(88)

e a 4-vector. 

If 𝐹 is the Faraday tensor, then 

 𝔲 = 

( 

𝑨 ⋅

√
1 + 𝑢 2 

𝑐 
∇ 𝒖  , 

√
1 + 𝑢 2 𝑨 

) 

. (89)

his is a 4-vector if and only if 𝔲 is a 4-vector. Beyond 𝔲 being a 4-vector

owever, for the kinetic equation to be Lorentz invariant, we would need

o show that 

1 + 𝑢 ′2 𝑨 

′ ⋅ ∇ 𝒖 ′𝑓 
′ = 

√
1 + 𝑢 2 𝑨 ⋅ ∇ 𝒖 𝑓. (90)

ven with the assumption that 𝔲 is a 4-vector, which is hardly guar-

nteed, we find that, if 𝑉 is a boost in the first coordinate direction, 

1 + 𝑢 ′2 𝐴 

′
1 = 

√
1 + 𝑢 2 𝐴 1 − ( 𝑉 ∕ 𝑐) 𝑨 ⋅

√
1+ 𝑢 2 
𝑐 

∇ 𝒖  √
1 − 𝑉 2 ∕ 𝑐 2 

, (91)

1 + 𝑢 ′2 𝐴 

′ = 

√
1 + 𝑢 2 𝐴 𝑖 , 𝑖 = 2 , 3 . (92)
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oreover, 

𝜕𝑓 

𝜕𝑢 ′1 
= 

√ 

1 + 𝑢 2 

1 + 𝑢 ′2 
𝜕𝑓 

𝜕𝑢 1 
, (93)

𝜕𝑓 

𝜕𝑢 ′𝑖 
= 

𝑉 ∕ 𝑐 √
1 − 𝑉 2 ∕ 𝑐 2 

𝑢 ′𝑖 √
1 + 𝑢 ′2 

𝜕𝑓 

𝜕𝑢 1 
+ 

𝜕𝑓 

𝜕𝑢 𝑖 
, 𝑖 = 2 , 3 . (94)

ne can see that the cancelation allowing us to obtain (90) only if √
1 + 𝑢 2 

𝑐 
∇ 𝒖  = 𝒖 ⟺  = 𝑐 

√
1 + 𝑢 2 + 𝐶 (95)

here 𝐶 is a constant of integration. If we relax the requirement that 
ot depend on 𝒙 , we find that 𝐶 might depend on 𝒙 , 𝑩 , and 𝑬 . However,

he prior arguments remain valid as relaxing the constraint on  sim-

ly adds additional terms to the Vlasov equation (which would likewise

ould need to transform covariantly). Hence, we conclude that any spa-

ial or field dependence in  must entirely decouple from those terms

ith velocity dependence and that the velocity dependence may only

ppear in the standard form of the relativistic kinetic energy. 

Therefore, in order to obtain a Lorentz invariant kinetic theory from

he formalism prescribed in [1] , it follows that it is necessary (but not

ufficient) that the energy functional 𝐾 split as follows: 

[ 𝑓, 𝑬 , 𝑩 ] = ∫𝑇 ∗ 𝑄 
√
1 + 𝑢 2 𝑓 𝖽 3 𝒙 𝖽 3 𝒖 

+ ∫𝑇 ∗ 𝑄  ( 𝒙 , 𝑬 , 𝑩 ) 𝑓𝖽 3 𝒙 𝖽 3 𝒖 + 𝐾 𝐸𝑀 

[ 𝑬 , 𝑩 ] (96) 

hich, while slightly generalizing the 𝐾 functional allowed in

quation (71) , also places a substantial limitation on the admissible

olarizations and magnetizations allowed in a Lorentz invariant kinetic

heory. In order for this model to yield a Lorentz invariant theory,

 =  ( 𝒙 , 𝑬 , 𝑩 ) would need to be such that 

𝜕 𝒙  + 𝜕 𝑩  ⋅ ∇ 𝒙 𝑩 + 𝜕 𝑬  ⋅ ∇ 𝒙 𝑬 

)
⋅ ∇ 𝒖 𝑓 (97)

emains invariant. Whether there exist such functionals  remains un-

lear from this analysis and is beyond the scope of this paper. 

. Conclusion 

The objectives of this paper were twofold: (1) to express the mod-

ls from [1] in a geometric language, and (2) to study the conditions

or Lorentz invariance in such models. The care taken herein to under-

tand the geometric character of the equations is not done for its own

ake, but is primarily accomplished to provide a foundation for future

ork in structure preserving discretizations of the system. In general,

tructure preserving discretizations are facilitated by consideration of

he geometric structure of the dynamical system [36,37] . 

The three formulations of Maxwell’s equations neatly demonstrate

he connection between geometry and discretization. The first formula-

ion based on the double de Rham complex has the advantage of explic-

tly separating the metric-dependent and independent structures, and

ransparently represents the geometric character of the equations. How-

ver, the formulation involves the explicit use of two distinct duality

tructures. This formulation most naturally would lead to a numerical

trategy based on an explicit discrete Hodge star operator [14,15] . The

econd formulation is based on the 𝐿 

2 inner product. This formulation

bfuscates the metric free character of the Poisson bracket, but yields

 formulation amenable to methods from finite element exterior cal-

ulus [10] . The final formulation utilizes an abstract notion of duality

nd subsumes the previous two. This formulation emphasizes the metric

ree nature of the Poisson bracket as in the former double de Rham com-

lex formulation while also being a convenient framework for rigorous

unctional analytic study like the later formulation based on 𝐿 

2 duality.

ence, this final formulation might more easily facilitate the design of

tructure preserving discretizations. 
8 
The second half of the paper considers the full Vlasov-Maxwell sys-

em in general media. We first provided a statement of the Poisson

racket in a geometric language utilizing the results from the first half of

he paper. The bracket is explicitly metric free and its structure argues

or the naturalness of expressing the Vlasov equation and Ampère’s law

n weak form. Finally, we consider the conditions for Lorentz invariance

f the kinetic models given in [1] . We find that, while various models

rom nonlinear electrodynamics based on Lorentz invariant Lagrangians

e.g. Born-Infeld and Euler-Heisenberg electrodynamics) may be cou-

led to a kinetic model to yield a Lorentz covariant theory, the class

f admissible polarizations and magnetizations induced by the plasma

tself are somewhat restricted as the Hamiltonian must split in the par-

icular manner described in section 4.4 . While this excludes a large num-

er of kinetic models from being Lorentz invariant, a perfectly general

rescription remains elusive. 
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ppendix A. Notation and mathematical context 

Perhaps the most natural approach to understand the geometric

haracter of the macroscopic Maxwell equations is through the use

f exterior calculus. In particular, a form of exterior calculus which

istinguishes between twisted and straight differential forms [6] . Let

(Λ𝑘 , 𝖽 𝑘 )} 𝑛 𝑘 =0 be the vector spaces of differential forms on a manifold

f dimension 𝑛 . Here Λ𝑘 denotes the set of 𝑘 -forms and 𝖽 𝑘 the exterior

erivative that takes a 𝑘 -form to a 𝑘 + 1 -form. We may define a second

omplex, {( ̃Λ𝑘 , ̃𝖽 𝑘 )} 𝑛 𝑘 =0 , called the complex of twisted differential forms.

his dual complex differs from the first in that twisted forms change sign

nder orientation changing transformations. The two complexes are re-

ated to each other through the Hodge star operator, ⋆ ∶ Λ𝑘 → Λ̃𝑛 − 𝑘 .

iagrammatically, this may be expressed as follows: 

ne well-known twisted form is the volume form, 𝐯𝐨𝐥 𝑛 . 
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We may define two distinct notions of duality on the double de Rham

omplex. First, we have the standard 𝐿 

2 inner product, ( ⋅, ⋅) ∶ Λ𝑘 × Λ𝑘 →
 , which is defined 

 𝜔 

𝑘 , 𝜂𝑘 ) = ∫𝑄 𝑔 
− 𝑘 ( 𝜔 

𝑘 , 𝜂𝑘 ) 𝐯𝐨𝐥 𝑛 , (A.2)

here 𝑔 − 𝑘 is the pointwise inner product on 𝑘 -forms. This pointwise

nner product is first defined on 𝑘 -forms that are decomposable into 𝑘 -

old wedge products and then extended to all 𝑘 -forms by linearity. The

ointwise inner product when applied to decomposable 𝑘 -forms is the

ram determinant of the inner products of the component 1-forms: 

𝑔 − 𝑘 ( 𝜔 1 ∧… ∧ 𝜔 𝑘 , 𝜂1 ∧… ∧ 𝜂𝑘 ) 

= det 

⎛ ⎜ ⎜ ⎜ ⎜ ⎝ 
( 𝜔 1 , 𝜂1 ) ( 𝜔 1 , 𝜂2 ) …
( 𝜔 2 , 𝜂1 ) ⋱ ⋱ ⋮ 

⋮ ⋱ ⋱ ( 𝜔 𝑘 −1 , 𝜂𝑘 ) 
… ( 𝜔 𝑘 , 𝜂𝑘 −1 ) ( 𝜔 𝑘 , 𝜂𝑘 ) 

⎞ ⎟ ⎟ ⎟ ⎟ ⎠ 
. (A.3) 

inally, the pointwise inner product of 1-forms is computed simply via

ontraction of up and down indicies: 

 

−1 ( 𝜔, 𝜂) = 𝑔 −1 

( ∑
𝑖 

𝜔 𝑖 𝖽 𝑥 𝑖 , 
∑
𝑗 

𝜔 𝑗 𝖽 𝑥 𝑗 

) 

= 

∑
𝑖𝑗 

𝜔 𝑖 𝑔 
𝑖𝑗 𝜂𝑗 . (A.4)

he second notion of duality is Poincaré duality, ⟨⋅, ⋅⟩ ∶ Λ𝑘 × Λ̃𝑛 − 𝑘 → ℝ ,

hich is defined 

𝜔 

𝑘 , ̃𝜂𝑛 − 𝑘 
⟩
𝑘,𝑛 − 𝑘 = ∫𝑄 𝜔 

𝑘 ∧ 𝜂̃𝑛 − 𝑘 . (A.5)

he 𝐿 

2 inner product, because of its dependence on the Riemannian

etric and volume form, is a metric dependent quantity. On the other

and, the Poincaré duality pairing, built from the wedge product struc-

ure alone, is purely topological. Moreover, as both duality pairings

re expressed as an integral of a twisted 𝑛 -form, they are independent

f the orientation of the coordinate system. The Hodge star operator

 ∶ Λ𝑘 → Λ̃𝑛 − 𝑘 is defined such that 

𝜔 

𝑘 , 𝜂𝑘 
)
= 

⟨
𝜔 

𝑘 , ⋆𝜂𝑘 
⟩
𝑘,𝑛 − 𝑘 . (A.6)

ote that the Hodge star is not a single operator, but rather a family

f operators, one for each 𝑘 . A more precise notation might be ⋆ 𝑛 − 𝑘,𝑘 ∶
𝑘 → Λ̃𝑛 − 𝑘 , however we generally opt for the more concise notation. 

In order to translate vector calculus expressions into the language of

ifferential geometry, it is necessary to invoke the index lowering or flat

perator: ( ⋅) ♭ ∶ 𝔛 → Λ1 defined by 

 

1 = 𝑔( ⋅, 𝑈 ) = 𝑔 𝑖𝑗 𝑈 

𝑗 𝖽 𝑥 𝑖 ∶= 𝑈 

♭ , (A.7)

here 𝑔 is the metric. Here we use the superscript 1 on 𝑢 1 to indicate

hat this quantity is a 1-form. The inverse of this operation is the in-

ex raising or sharp operator: ( ⋅) ♯ ∶ Λ1 → 𝔛 . We may likewise define an

somorphism between vector fields and twisted ( 𝑛 − 1) -forms. We define

 ( ⋅) 𝐯𝐨𝐥 𝑛 ∶ 𝔛 → Λ̃𝑛 −1 by 

̃ 𝑛 −1 = i 𝑈 𝐯𝐨𝐥 𝑛 = 

∑
𝑖 

𝑈 

𝑖 
√
det ( 𝑔) 𝖽 𝑥 1 ∧… ∧ 𝖽 𝑥 𝑖 ∧… ∧ 𝖽 𝑥 𝑛 , (A.8)

here the hat symbol means omission of “𝖽 𝑥 𝑖 ” from the wedge product

nd i 𝑈 𝛼 is the interior product of 𝛼 on 𝑈 . It is possible to show that

 𝑈 𝐯𝐨𝐥 𝑛 = ⋆𝑈 

♭ . Hence, the inverse operation is given by 𝑈 = 

(
⋆ ̃𝑢 𝑛 −1 

)♯ 
.

t is worth noting that if 𝑈 is a pseudovector (i.e. a vector which

hanges sign under orientation reversing transformations), then ̃𝑢 1 = 𝑈 

♭ 

s twisted while 𝑢 𝑛 −1 = i 𝑈 𝐯𝐨𝐥 𝑛 is straight. This consideration is important

n the case of Maxwell’s equations since 𝑩 and 𝑯 are pseudovectors. 

Finally, we note the correspondence of the differential operators

rom vector calculus with exterior derivatives. If 𝑓 ∶ 𝑄 → ℝ is a scalar

eld on a Riemannian manifold, its gradient and exterior derivative are

elated to each other via 

 𝑓 = (∇ 𝑓 ) ♭ ⟺ ∇ 𝑓 = ( 𝖽 𝑓 ) ♯ . (A.9)
0 0 

9 
et 𝑈 be a vector field and 𝑢 1 = 𝑈 

♭ . Then the curl of 𝑈 is defined by 

 1 𝑢 
1 = i ∇×𝑈 𝐯𝐨𝐥 3 = ⋆ (∇ × 𝑈 ) ♭ ⟺ ∇ × 𝑈 = ( ⋆ ( 𝖽 1 𝑢 1 )) ♯ . (A.10)

etting 𝑢̃ 2 = i 𝑈 𝐯𝐨𝐥 3 , then the divergence is defined to be 

̃
 2 ̃𝑢 

2 = ̃𝖽 2 i 𝑈 𝐯𝐨𝐥 3 = (∇ ⋅ 𝑈 ) 𝐯𝐨𝐥 3 = ⋆ (∇ ⋅ 𝑈 ) ⟺ ∇ ⋅ 𝑈 = ⋆ ̃𝖽 2 ̃𝑢 
2 . (A.11)

As Hamiltonian field theories are formulated via the calculus of vari-

tions, it is necessary to briefly consider the calculus of variations with

espect to differential forms. Let 𝑉 𝑘 denote a Hilbert space of differential

 -forms (and similarly define 𝑉 𝑘 ). For example, we might let 

 

𝑘 = 𝐿 

2 Λ𝑘 (Ω) = { 𝜔 

𝑘 ∈ Λ𝑘 ∶ ‖𝜔 

𝑘 ‖2 
𝐿 2 

= ( 𝜔 

𝑘 , 𝜔 

𝑘 ) 𝐿 2 < ∞} , (A.12)

here (for emphasis) only here we added the subscript 𝐿 

2 to the inner

roduct of (A.2) , or, if we want the exterior derivative to be a bounded

perator, 

 

𝑘 = 𝐻 

1 Λ𝑘 (Ω) = { 𝜔 

𝑘 ∈ 𝐿 

2 Λ𝑘 (Ω) ∶ ‖𝖽 𝑘 𝜔 

𝑘 ‖𝐿 2 < ∞} . (A.13)

e shall not worry about functional analytic rigor here nor what par-

icular Hilbert space we mean by 𝑉 𝑘 . Rather, we concern ourselves only

ith the formal correctness of our expressions. Consider a functional

 ∶ 𝑉 𝑘 → ℝ . We may define a Fréchet derivative of this functional in

he usual manner 

𝐾[ 𝜔 + 𝜂] − 𝐾[ 𝜔 ] − 𝐷𝐾[ 𝜔 ] 𝜂||| = 𝑂( ‖𝜂‖) . (A.14)

ote that 𝐷𝐾[ 𝜔 ] ∈ ( 𝑉 𝑘 ) ∗ , the dual space to the 𝑘 -forms. The man-

er in which we express the Hamiltonian structure of the macroscopic

axwell equations is greatly dependent on how we express the dual

pace. Throughout this paper, we express duality pairings via 

𝐾[ 𝜔 ] 𝜂 = 

(
𝛿𝐾 

𝛿𝜔 

, 𝜂
)
𝐿 2 

= 

⟨ 

𝛿𝐾 

𝛿𝜔 

, 𝜂

⟩ 

𝑉 𝑛 − 𝑘 ,𝑉 𝑘 
= 

⟨ 
𝛿𝐾 

𝛿𝜔 

, 𝜂
⟩ 
( 𝑉 𝑘 ) ∗ ,𝑉 𝑘 

, (A.15)

here the first is simply 𝐿 

2 duality, the second utilizes the wedge prod-

ct duality between twisted and straight forms, and the third is the ab-

tract duality pairing via functional evaluation. We notationally distin-

uish the second variety of functional derivative and call it a “twisted

unctional derivative. ” Notice, the twisted functional derivative of a

traight form is a twisted form [8] . It is related to the functional deriva-

ive identified with 𝐿 

2 duality by the Hodge star operator: 

𝛿𝐾 

𝛿𝜔 

= ⋆ 

𝛿𝐾 

𝛿𝜔 

. (A.16)

e do not notationally distinguish the functional derivative in the con-

ext of abstract duality from the 𝐿 

2 functional derivative because the

ntended meaning should be clear from context. 

ppendix B. Derivatives of the macroscopic Maxwell Hamiltonian

In order to obtain the equations of motion, we need to take deriva-

ives of the Hamiltonian with respect to ( 𝑫 , 𝑩 ) . As the details of this

rocedure are omitted in [1] , it is useful to show the full calculation

ere since we will perform the calculation again in the language of ex-

erior calculus in Sec. 2 . Recall, 

[ 𝑬 , 𝑩 ] = 𝐾 − ∫Ω 𝑬 ⋅
𝛿𝐾 

𝛿𝑬 

𝖽 3 𝒙 + 

1 
8 𝜋 ∫𝑀 

( 𝑬 ⋅ 𝑬 + 𝑩 ⋅ 𝑩 ) 𝖽 3 𝒙 , (B.1)

 = 𝑬 − 4 𝜋 𝛿𝐾 

𝛿𝑬 

and 𝑯 = 𝑩 + 4 𝜋 𝛿𝐾 

𝛿𝑩 

. (B.2)

emma 1. If we think of 𝑬 as an implicit function of ( 𝑫 , 𝑩 ) , then 

𝛿𝑬 

𝛿𝑫 

= 

( 
𝐼 − 4 𝜋 𝛿2 𝐾 

𝛿𝑬 𝛿𝑬 

) −1 
and 

𝛿𝑬 

𝛿𝑩 

= 4 𝜋
( 
𝐼 − 4 𝜋 𝛿2 𝐾 

𝛿𝑬 𝛿𝑬 

) −1 
𝛿2 𝐾 

𝛿𝑩 𝛿𝑬 

. 

(B.3) 

roof. Let Φ[ 𝑬 , 𝑩 ] = ( 𝑫 , 𝑩 ) . That is, 

[ 𝑬 , 𝑩 ] = 

(
𝑬 − 4 𝜋 𝛿𝐾 

, 𝑩 

)
. 
𝛿𝑬 
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e assume that 𝐾 is such that Φ is a diffeomorphism; hence, we also

ave Φ−1 [ 𝑫 , 𝑩 ] = ( 𝑬 , 𝑩 ) . Upon variation we obtain 

𝐷Φ[ 𝑬 , 𝑩 ]( 𝛿𝑬 , 𝛿𝑩 ) = 

( 
𝐷 1 Φ1 [ 𝑬 , 𝑩 ] 𝐷 2 Φ1 [ 𝑬 , 𝑩 ] 

0 1 

) ( 
𝛿𝑬 

𝛿𝑩 

) 
= 

( 

𝐼 − 4 𝜋 𝛿2 𝐾 
𝛿𝑬 𝛿𝑬 

−4 𝜋 𝛿2 𝐾 
𝛿𝑩 𝛿𝑬 

0 1 

) ( 
𝛿𝑬 

𝛿𝑩 

) 
. 

ence, it follows that 

𝐷Φ−1 [ 𝑫 , 𝑩 ]( 𝛿𝑫 , 𝛿𝑩 ) 

= 

( 
𝐷 1 Φ1 [ 𝑬 , 𝑩 ] −1 − 𝐷 1 Φ1 [ 𝑬 , 𝑩 ] −1 𝐷 2 Φ1 [ 𝑬 , 𝑩 ] 

0 1 

) ( 
𝛿𝑫 

𝛿𝑩 

) 
. 

omputing the entries of this matrix, we find 

𝛿𝑬 

𝛿𝑫 

= 

( 
𝐼 − 4 𝜋 𝛿2 𝐾 

𝛿𝑬 𝛿𝑬 

) −1 
and 

𝛿𝑬 

𝛿𝑩 

= 4 𝜋
( 
𝐼 − 4 𝜋 𝛿2 𝐾 

𝛿𝑬 𝛿𝑬 

) −1 
𝛿2 𝐾 

𝛿𝑩 𝛿𝑬 

. 

□

roposition 1. Let 𝐻 [ 𝑫 , 𝑩 ] = 𝐻[ 𝑬 , 𝑩 ] . Then 

𝛿𝐻 

𝛿𝑫 

= 

𝑬 

4 𝜋
and 

𝛿𝐻 

𝛿𝑩 

= 

𝑯 

4 𝜋
. (B.4)

roof. Taking derivatives of 𝐻 with respect to ( 𝑬 , 𝑩 ) , we find 

𝛿𝐻 

𝛿𝑬 

= 

(
𝐼 − 4 𝜋 𝛿𝐾 

𝛿𝑬 𝛿𝑬 

)
𝑬 

4 𝜋
and 

𝛿𝐻 

𝛿𝑩 

= 

𝛿𝐾 

𝛿𝑩 

− 

(
𝛿𝐾 

𝛿𝑩 𝛿𝑬 

)∗ 
𝑬 + 

𝑩 

4 𝜋
. 

he chain rule implies 

𝛿𝐻 

𝛿𝑫 

= 

(
𝛿𝑬 

𝛿𝑫 

)∗ 𝛿𝐻 

𝛿𝑬 

= 

(
𝛿𝑬 

𝛿𝑫 

)∗ (
𝐼 − 4 𝜋 𝛿𝐾 

𝛿𝑬 𝛿𝑬 

)
𝑬 

4 𝜋
= 

𝑬 

4 𝜋
. 

ikewise, 

𝛿𝐻 

𝛿𝑩 

= 

𝛿𝐻 

𝛿𝑩 

+ 

(
𝛿𝑬 

𝛿𝑩 

)∗ 𝛿𝐻 

𝛿𝑬 

= 

𝛿𝐾 

𝛿𝑩 

− 

( 
𝛿2 𝐾 

𝛿𝑩 𝛿𝑬 

) ∗ 
𝑬 + 

𝑩 

4 𝜋
+ 

(
𝛿𝑬 

𝛿𝑩 

)∗ (
𝐼 − 4 𝜋 𝛿𝐾 

𝛿𝑬 𝛿𝑬 

)
𝑬 

4 𝜋

= 

𝑩 

4 𝜋
+ 

𝛿𝐾 

𝛿𝑩 

= 

𝑯 

4 𝜋
. □
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