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The effect of equilibrium velocity shear on the resistive tearing instability has been 
systematically studied, using the boundary layer approach. Both the "constant-f/!" tearing 
mode, which has a growth rate that scales as S -3/5, and the "nonconstant-f/!" tearing mode 
[a' (as) -1/3» 1], which has a growth rate that scales as S -1/3, are analyzed in the presence of 
flow. Here S is the usual ratio of the resistive diffusion and Alfven times. It is found that the 
shear flow has a significant influence on both the external ideal region and the internal resistive 
region. In the external ideal region, the shear flow can dramatically change the value of the 
matching quantity a'. In the internal resistive region, the tearing mode is sensitive to the flow 
sh,ear at the ma.gnetic null plane: G' (0). When G' (0) is comparable to the magnetic field shear, 
F (0), the scahngs of the constant-f/! tearing mode are changed and the a' > 0 instability 
criterion is removed, provided G '(O)G" (0) - F'(O)F" (0) #0. The scatings of the 
nonconstant-f/! tearing mode remain unchanged. When the flow shear is larger than the 
magnetic field shear at the magnetic null plane, both tearing modes are stabilized. Finally, the 
transition to ideal instability is discussed. 

I. INTRODUCTION 

The resistive tearing mode has been studied both ana­
lyticallyl and numerically.2 In the absence of equilibrium 
flow, two kinds oftearing modes have been found: the "con­
stant-f/!" tearing mode, whose growth rate scales as S -3/5, 

and the "nonconstant-f/!" tearing mode, whose growth rate 
scales as S - 1/3, where S is the usual ratio of the resistive 
diffusion and Alfven times. Since without resistivity the 
magnetic field is frozen into the flow, in the case of small 
resistivity it is to be expected that shear flow will have a 
profound influence on the tearing mode. This problem is of 
interest for laboratory and magnetospheric plasmas. 3

-
5 Be­

cause of the difficulty of this problem, approximations in­
volving the many relevant parameters have been developed. 
Assuming the flow and Alfven velocity have approximately 
the same spatial profile, Hofmann3 derived a dispersion rela­
tion in which growth rate scales like S-1/2. Paris and Sy4 
found that the scaling remains unchanged when the flow is 
significantly below the Alfven speed. Dobrowolny 
et ai.,5 by using the "frozen-in" equation for the internal 
solutions, have shown the possible existence of a number of 
scatings with and without viscosity. Bondeson and Persson6 

used the constant-f/! approximation and Fourier trans­
formed the internal equation in order to study the problem 
with and without viscosity. All of the above discussions per­
tain to the constant-f/! tearing mode. To our knowledge, no 
one has studied the effect of shear flow on the nonconstant-f/! 
tearing mode. Also, except for Hofmann,3 the important ef­
fect of shear flow on the external ideal region has not been 
considered. Einaudi and Rubini7 have studied the problem 
numerically. They do not find instabilities when the flow 
shear is large, in contrast to the results of Paris and Sy4 and 
Bondeson and Persson.6 In both Refs. 7 and 8, a transition to 
ideal instability is observed. 

In this paper, we adopt the boundary layer approach to 
study the resistive tearing mode in the presence of shear 
flow. Both the constant-f/! and nonconstant-f/! tearing modes 
are treated. By introducing an assumption similar to that of 
Ref. 3, and carefully comparing the orders of the parameters 
involved, we arrive at general conclusions. In Table I we 
summarize the main conclusions that arise primarily from 
the effect of shear flow on the internal resistive region. Also, 
this table describes the transition to ideal instability. An ad­
ditional main result of this paper is the recognition that the 
presence of flow affects the analysis in the external ideal re­
gion. Flow can drastically change the value of a'. We are 
able to explain the numerical results obtained in Refs. 7 and 
8. In our present work, viscosity is neglected, but this possi­
bly important effect is left to a future paper. 

In the next section, the basic equations are given, and 
the notations are indicated. Section III is devoted to the 
shear flow effect on the external solutions. In Sec. IV, we 
discuss the internal solution in the timits of slow growth and 
fast growth, which correspond to the constant-f/! and non­
constant-f/! tearing modes, respectively. Also, we consider 
the limits of small flow shear and flow shear that is compara­
ble to magnetic shear at the magnetic null plane. Compari­
sons are made with previous work. In Sec. V, we discuss the 
transition to ideal instability. This is followed by a conclu­
sion section. 

II. BASIC EQUATIONS 

We consider an incompressible plasma with uniform re­
sistivity and density in the case of plane slab geometry. The 
starting point is the magnetohydrodynamic (MHO) model: 

p(: + (v.V») = - Vp + 4~ (VXB) XB, 
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TABLE I. Summary of the effect of equilibrium shear flow on the tearing mode. 

Constant-Ib tearing mode Nonconstant-Ib tearing mode 

(a) the growth rate and scale (a) the growth rate and scale 
length of the resistive region length of the resistive region 

are, respectively, are, respectively, 
y_a2/5I::.,4/5S -315, y_a2/3S -1/" 

E- (as) -2/51::."/5 < 1 E-(aS)-I/'<1 

1 G'(O) 1<1 (b) the constant-Ib (b) in this limit, we have 
£'(0) 

approximation is valid if EII::.'I> 1, 
EII::.'I<1 1 - G'(0)2/£'(0)2.j.O 

(c) small flow shear G'(O) (c) small flow shear G'(O) 
destabilizes the constant-Ib stabilizes the nonconstant-Ib 

tearing mode tearing mode with sufficiently 
large 1::.' 

(a) the growth rate and scale (d) there exists a transition to 
length of the resistive region ideal instability when 1::.' 

are, respectively, becomes negative through 
y_ (a) II::.'II/,S -'12, 1::.' = 00 (which is made 

E- (as) -'/3< 1 possible by the flow in the 
external region) 

1 G'(O) 1 :51 
F'(O) 

(b) IfG'(O)G"(O) - £'(0)£"(0) ~O, 

1::.' > 0 instability criterion is 
removed 

(c) the constant-Ib 
approximation is valid if 

I~ [1 - G'(O)l/£'(O)l)I::.'EI < 1 

IG'(O)I>1 stabilized 
reO) 

aB _ VXE = lV2B + VX (vXB), 
at 417' 

V·B=O, V·v=O. 

We assume the equilibrium quantities depend only ony. The 
equilibrium magnetic field and flow velocity are given, re­
spectively, by 

Bo(Y) = xBox (y) + zBoz (y), 

vo(y) = xVox (y) + zVoz (y). 

stabilized 

(r + iaG) ( W" - a 2 W) - iaG " W 

= iaF( V/' - a 2t/J) - iaF" "', 

(r+ iaG)", - iaFW= S -1("," - a 2t/J) , 

where we have used the following definitions: 

"'= B ly W=~, B 
If' B ' VA VA = ~417'p' 

k·Bo k·vo J 2 
F=-, G=-, k= Ikl =vkx +k;, 

kB kVA 

ft = yla, a = ka, r = iW7H' 

7R = 417'a
2

, 7H = ~417'pa, S = 2-;~>l. 
TJ B 7H 

(1) 

(2) 

(3) Since we are interested in the problem where the time scale is 
much smaller than the magnetic diffusion time scale, one can 
assume an ideal equilibrium and neglect the effect of (TJI 
417') V2Bo (y) in the equilibrium equations. With the assumed 
forms ofvo and Bo, an ideal equilibrium exists provided there 
is a zeroth-order pressure to support the magnetic field: 
Po (y) + B ~/817' = const. 

Now consider the linearization. We denote perturbed 
quantities by the subscript 1 and write them as follows: 

f. (r,t) =11 (y)exp[ i(kxx + kzz) + iwt ]. 

The linearized equations, obtained by neglecting terms of 
second order, are 

Here prime denotes differentiation with respect to ft, B is a 
measure of the magnetic field, and a is the magnetic shear 
length. The above seatings are conventional,I.4 except we 
have scaled the growth rate r by 7 H' the Alfven time, rather 
than the resistive diffusion time, and G and W, which repre­
sent, respectively, the equilibrium velocity and perturbed ve­
locity, are scaled by the Alfven velocity. 
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Defining u = ria + iG and w = iW lu, Eqs. (1) and 
(2) become 

(u2w')' - a 2u2w = - [F(I/'" - a 21/') - F"I/']' (4) 

u(t/J-Fw) = (as)-I(t/J" -a2t/J). (5) 

In the case of ideal MHD (S --+ 00 ), and Eqs. (4) and (5) 
reduce to 

(6) 

Extending Eq. (6) into the complex /1 plane, we note the 
presence of a singularity that occurs at a point where 

u2 + F2 = (ria + iG)2 + F2 = O. (7) 

If we assume a magnetic null plane occurs at /1 = 0, i.e., 
F(O) = 0, then, by selecting an appropriate reference frame, 
we can always let the equilibrium velocity be zero at /1 = 0, 
i.e., G(O) = O. In the case of very small growth rate r, the 
singularities of ideal MHD occur near /1 = O. For the tearing 
mode under discussion, the small resistivity is only impor­
tant in a thin layer around the ideal MHD singularity where 
/1 = O. As in the usual tearing mode treatment, we adopt the 
boundary layer approach. In the discussion below, we as­
sume F' (0) #0, and without loss of generality F' (0) > O. 
Also, we assume a50(1), G"(O)IF'(O) SO(1), and 
F"(O)IF'(O) SO(1). 

III. EXTERNAL IDEAL REGION 

Away from the singularity discussed above, we can ne­
glect resistivity (S --+ 00 ). This external ideal region is treated 
here with the assumption that the growth rate scales as fol­
lows: 

r-s-a (0<0'<1). 

Equations (4) and (5) reduce to 

t/J-Fw=O, 

[(F2 _ G 2)w']' - a 2(F2 - G 2)w = O. 

(8) 

(9) 

Now consider the behavior of Eqs. (8) and (9) as /1--+ o. 
Taylor expanding the functions F and G, keeping the leading 
term in Eq. (8), and keeping terms to 0 (/13) in Eq. (9) 
yields 

t/J-F' (O)/1W, ( 10) 

({[F'(0)2 - G'(0)2]/12 + [F'(O)F"(O) 

- G '(O)G" (0)]/13}W,), - a2{[F' (0)2 - G '(0)2]/12 

+ [F'(O)F"(O) - G'(0)G"(0)]/13}W-0. (11) 

The reason we retain the term 0 (/13) in Eq. (11) is to re­
solve the behavior for the case F'2(0) - G '2(0). 

Assuming F'(0)2 - G'(0)2#0, the solutions of Eqs. 
(10) and (11) behave as follows near /1 = 0: 

Co ( F'(O)F"(O)-G'(O)G"(O) ) 
w-- 1 +u Inlul 

/1 F'(0)2 - G'(0)2 ,-,-

+C1 ± + "', 
t/J-F'(O)C (1 + F'(O)F"(O) - G'(O)G"(O) Inl I) 

o F'(0)2 _ G'(0)2 'f1 /1 

+ F'(0)C1 ± /1 + .... 
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Formally, this solution is the same as the case without flow 
[ G ' (0) = G" (0) = 0]; thus we can still define the matching 
quantity !1': 

!1,=~dl/'lo+ =C1+-C1_. 

t/J d/1 0- Co 
NotethatEqs. (8) and (9) have the same structure as those 
without shear flow, although they differ by the presence of 
the term with G 2

• Thus the shear flow can have as much 
influence on !1' as the magnetic field. This is not a surprise, 
since in this region the magnetic field is frozen into the flow. 
Hofmann3 has made some general comments on the shift of 
the wavenumber a o, where !1'(ao) = 0, caused by shear 
flow. In Appendix A we consider two examples that demon­
strate the importance of shear flow when calculating !1'. 

To conclude this section, we obtain the constraint on the 
internal solutions imposed by the external solutions. To this 
end, we assume that the internal scale length is E, where E ~ 1. 
In the border between the internal and external regions, we 
obtain, from Eq. (10), 

t/J-F' (O)Ew-{iF'(O)E![rla + iG' (O)E]) W. (12) 

Since the internal region is very thin, we can say that, 
throughout, t/J, w, and W scale as in relation (12). This is 
something similar to what Dobrowolny et al.5 called "use of 
the frozen-in law for internal solutions." In the case of no 
shear flow, this reduces to 

t/J- [iaF'(O)E!r] W, 

which is the assumption adopted in Furth et al. (FKR). I 

IV. INTERNAL RESISTIVE REGION 

The internal resistive region is so thin that the deriva­
tives of t/J and Ware very sensitive to the variation of t/J and W 
in this region. This suggests the introduction of a stretched 
variable ;, defined as 

;=/1IE, 

where, as noted above, E is the scale length of the internal 
region. Using Eqs. (1) and (2), the rescaled internal equa­
tions become 

( r + . G'(O) ; 
aF'(O)E 1 F'(O) 

1 . G" (0) 2) a2 w . G" (0) 
+-l---E; ---IE---W 

2 F'(O) a;2 F'(O) 

= (i; + ~ i F" (0) E; 2) a 2t/J 
2 F'(O) a;2 

_ iE F" (0) t/J + 0(E2) 
F'(O) , 

(13 ) 

(14) 

Because of the difficulty in solving the above equations di­
rectly, we are going to discuss them in different parameter 
limits. "here are two parameters of interest. The first is Irl 
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aF'(O)€I, which is the ratio of the local Alfven time to the 
anticipated growth time, l/r. Equivalently, this parameter 
is the ratio of the growth "phase velocity" to the Alfven 
velocity in the resistive region. The second parameter is 
IG'(O)IF'(O)I, which is the ratio of the flow shear to the 
magnetic field shear at the magnetic null plane. We consider 
two cases: case A has 1 r I aF' (0) €I < 1. Here the growth time 
is assumed to be long compared to the local Alfven time 
scale. We refer to this as slow growth. Case B has 1 r I 
aF'(O)€I-l, which we term fast growth. The case 

IrlaF'(O)€I> 1, 

where the growth time scale is in the global Alfven regime, 
i.e., 

IrlaF'(O)al-l, 

is not discussed in this paper. 

A. Slow growth; 1 'Y I aF ' (O)E 1 <tE 1 

As noted above, in this limit, the anticipated growth 
time scale is assumed to be much longer than the local Alf­
ven time scale. We expect that magnetic diffusion is going to 
be effective on this time scale. In the case of no flow, this limit 
corresponds to the classical constant-I/' tearing mode, which 
has a growth rate that scales as S - 3/5. Below we consider the 
problem in two different flow shear limits. In both cases, first 
order in € is the highest order matched. 

1. Very small internal flow shear 

In this limit, 

IG'(O)IF'(O)I < IrlaF'(O)€I, 

i.e., the flow shear is so small that the inertial terms still 
dominate the convection terms in the resistive region. Thus 
it is expected that the shear flow will not change the internal 
ordering in this limit. 

We find it convenient to introduce a new variable <p de­
fined by 

<p = {W - [G '(O)/F'(O) ]I/'}/{ - i[ rlaF'(O)€]}. 
(15) 

Using (12), the constraint imposed by the outer solution, 
implies <p-I/'. Now, let 

r=rr, (16) 

where r is the measure of rand r is a factor of O( 1 ). Equa­
tions (13) and (14) become 

( 
r )2:.jr+iaG'(0)€~).a2<p 

aF'(O)€ '\ r a~2 

[ ( 
G"(0)2) . rr G'(O) 

= - ~ 1 - F'(0)2 + I aF'(O)€ F'(O) 

F" (0) ] a21/' 
+ €~2 2F'(0) a~2 

+€ __ +0 r € F" (0) (- ) 
F'(O) I/' aF'(O)€' 

(17) 
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= r a 21/' + 0 ( r €) 
[aF'(O) ]2~S a~2 aF'(O)€· (18) 

Using [jI! aF' (0) €] 2 as a small parameter, we expand <p and 
I/' as follows: 

<p = n~o (aF'~O)€ yn <Pn , 

I/' = n~o (aF'~O)€ yn I/'n . 

Consistency at leading order requires that 

jI![aF'(O) ]2€4S_0( 1) 

or 

Ir~SI-1 [jI!aF'(O)€FI <1, 

(19) 

which implies the resistive skin diffusion time is much 
shorter than the anticipated growth time. For convenience, 
we set 

(20) 

Thus r is the growth rate for the flow free tearing mode. 
Inserting Eq. ( 19) into Eqs. (17) and (18) yields, to leading 
order, 

a2
1/'o =0. 

a~2 ' 
(21) 

hence 1/'0 = Co + CI~. It is evident from Sec. III that match­
ing to the external solutions can only be achieved if 

lim 1/'0 = const . 
I~I-oo 

This implies C. = 0 and 

1/'0 = Co = const . (22) 
This is the so-called constant-I/' approximation. 

In first order we obtain the equations 

A(A + i aG'(O)€ r) a21/'o 
r r r ~ a~2 

_ a 21/'. € F"(O) 
- - ~ a~2 + [rlaF'(O)€f F'(O) 1/'0' (23) 

r(l/'o - ~<po) = 4 ~~~I • (24) 

Let r <Po = - h 14,1/'0 = 1, and define 

A _ aG'(O)€ _ G'(O) aF'(O)€ G'(O) 
- r - F'(O) r > F'(O) , 

AF = 4€F" (O)IF'(O) = _1_ F" (0) . 
[rlaF'(O)€f r€S F'(O) 

Using the above definition, Eqs. (23) and (24) become 

C + z:.V) a2
h _ ~ r2h = Ar - A (25) r ~ a~ 2 4 ~ r~ F , 

~~~I = ! (1'+ ! ~h). (26) 

These equations are equivalent to those obtained in Ref. 4, 
which yield the following upon enforcing matching to the 
external solutions: 
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r = [r(!>/21Tr(V ]4/5[aF'(0)a,2j2/5S -3/5, 

E = [r(!)/27/2r(V1T jI/5[aF'(0)] -2/Sa,1/5S -2/5, 

r= 1-~iAAF +A 2(1T/16+ 3b A.}) + 0(A 3) , (27) 

where rex) is the gamma function. In the case where the 
internal flow shear is very small, the internal analysis re­
mains the same as that without flow, and as a result the 
scaling is unchanged. From the results of Eqs. (27), Paris 
and Sy4 and Bondeson and Persson6 conclude that small 
flow shear destabilizes the tearing mode. Even though the 
flow shear at the magnetic null plane is small, the flow in the 
external region could be large, in which case there is a signifi­
cant influence on the value of a', as discussed in Appendix 
A. 

Now let us check our assumptions. For the expansion in 
Eqs. (19) to be valid, we require 

lylaF'(0)EI 2- (as) -2/5Ia'16/5 -Ela'l..( 1. (28) 

For the boundary layer approach to be valid, we must have 
E..( 1, i.e., 

(29) 

which implies the resistivity must be very small. When a'/is 
very large, the above assumptions are not valid. When a is 
very small, we assume a' -1/a and Eq. (28) yields 

a~S-1/4, (30) 

which is consistent with the limit obtained by FKR I for the 
constant-tP tearing mode in the case of no flow. 

2. Comparable Internal flow shear 

In this limit we suppose IG '(O)/F'(O) 1-0(1), which 
implies that now the convection terms dominate the inertial 
terms in the resistive region. Thus there is a change in the 
tearing mode ordering. This limit has been studied by Hof­
mann3 with the assumptions G" (0) = 0, F" (0) = 0, and 
1 - G'(0)21F'(0)2>0. But here we remove these con­
straints. Equation (12) implies here tP- W, and now in Eqs. 
(13) and (14), the natural expansion parameter is 
[ylaF'(O)E], instead of [ylaF'(0)E]2. Thus the equations 
analogous to Eqs. (19) are 

co ( y )n 
tP = n~o aF'(O)E tPn' 

co ( y )n 
W= L Wn · 

n=O aF'(O)E 
(31) 

This is the same expansion as that adopted by Hofmann.3 

Similarly, we assume [aF'(O)~S] -I_O( 1), i.e., 

lyeS 1-lylaF'(O)EI..( 1, 

which implies the internal resistive skin time is much shorter 
than the anticipated growth time. For definiteness we choose 
[aF' (0) ~ S] - I = 1, which implies that the internal scale 
length 

E= [aF'(0)S]-1/3. (32) 

To leading order, the solutions that match to the exter­
nal solutions are 

499 

G'(O) 
--- tPo = Wo = const . 
F'(O) 
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(33) 

(34) 

(35) 

Equation (34) implies WI = [F'(O)/G'(O) ]tPl (generality 
is not lost by dropping the two integration constants). We 
insert this into Eq. (35) and obtain 

. F'(O) ( G'(O)2) a 2tPi 
tPo - 't G'(O) 1 - F'(O)2 tPl = at2 . (36) 

This is an inhomogeneous Airy equation, which has the fol­
lowing solution9

: 

tPl =e-i4rn1T13A21TtPoHi( -A -1;-e'2rn1T13) , 

where m is an integer, 

..1.- 1-- 1--....:........::-_ [. F'(O) ( G'(O)2)]-1I3 
G'(O) F'(O)2 ' 

(37) 

and Hi (;-) is the inhomogeneous Airy function. It is algebra­
icforlarge 1;- I when I arg (el2rn1T13 A - 1;-) I < 21T 13. Choosing 
m=Oif 

F'(O) ( G'(O)2) -- 1- <0 
G'(O) F'(0)2 

and m = - 1 if 

F'(O) ( G'(0)2) -- 1- >0 
G' (0) F' (0)2 

yields a solution that is algebraic in a sector that includes the 
real axis. For large 1;-1, the asymptotic behavior satisfies 

tPI-(..1. 3tPoI;-)[1 + 0(1/;-3)], (38) 

which is valid in the sector - 71T16 < arg;- < 1T16, when 

F'(O) ( G'(0)2) -- 1- <0 
G'(O) F'(0)2 ' 

while if 

-- 1- >0 F'(O) ( G'(0)2) 
G'(O) F'(0)2 ' 

it is valid in the sector - 1T16 < arg;- < 71T16. 
To second order, Eqs. (13) and (14) yield 

G'(O) a2 w2 

F'(O) a;-2 

= a 2tP2 + i[G'(0)1F'(O)]( a2tPJa;-2) 

a;-2 ;- - i[ylaG'(O)E] 

E 

[ylaF'(O)Ef 

X [F" (O)IF'(O) ]tPo - [G" (O)IF'(O)] WO (39) 
;- - i[ylaG'(O)E] , 

tP + . G'(O);-tP ';-w: + 1 . E 
I I F'(O) 2 - I 2 "2' [ylaF'(0)E]2 

(
G"(O) F"(O») a 2tP2 

X F'(O) tPo - F'(O) Wo = a;-2 . (40) 

Note we have kept the singularity at;- = i[ylaG'(O)E] in 
Eq. (39). Equation (39) yields, upon insertion ofEq. (35) 
and integration, 
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G'(O) J'" a2 w2d 
F'(O) _ co a~2 ~ 

= J'" a 2f{l2 d~ + if'" f{lo - A -3f{l,~ d~ 
- '" at 2 - '" t - i[y/aG'(O)e] 

e J'" dt 
[y/aF'(O)ej2 - '" ~ - i[y/aG'(O)E] 

F'(O)F"(O) - G'(O)G"(O) 
X F'(0)2 f{lo· (41) 

Now consider each of the integrals ofEq. (41): 

J'" a2f{l2 d~=af{l21'" = EA'f{lo (42) 
- '" at2 at _ 00 [y/aF'(0)E]2 > 

where A' is the matching quantity defined in Sec. III. From 
Eq. (40) we obtain 

J'" a2W2d~ =Joo G'(O) a
2
f{l2 d~ 

_ <Xl a~2 _ '" F'(O) a~2 

_ G'(O) EA'f{lo 
- F'(O) [y/aF' (O)E] 2 , (43) 

___ ::...1:> ___ = ±i1T, (44) J'" dF-

- '" ~ - i[y/aG'(O)E] 
where we take the upper sign when Re(y)/G'(O) >0, other­
wise the lower sign is taken. Using the results ofEq. (38), 

J'" f{lo - A -3f{l,~ d~ = r f{lo - A -3f{l1~ d~ 
- '" ~ - i[y/aG'(O)E] Jr ~ - i[y/aG'(O)E] , 

where r is a contour in the complex ~ plane. If 

F'(O) ( G'(0)2) -- 1- <0 
G'(O) F'(0)2 ' 

r is closed in the lower half-plane, while if 

-- 1- >0 F'(O) ( G'(0)2) 
G'(O) F'(0)2 ' 

r is closed in the upper half-plane. So if 

F'(O) (1 _ G'(0)2) Re(y) <0 
G'(O) F'(0)2 G'(O) , 

then 

J'" f{lo - A -3f{l1~ d~ = O. 
- <Xl t - i[y/aG'(O)E] 

(45) 

We obtain from Eq. (41), upon insertion ofEqs. (42)-( 45), 

A' = ± hr F"(O)F'(O) - G'(O)G"(O) . 
F'(0)2 - G'(0)2 

Sinpe a pure imaginary A' cannot be made equal to the exter­
nal real A', matching cannot be achieved in this case. 

If 

F'(O) (1 _ G'(0)2) Re(y) >0 (46) 
G'(O) F'(0)2 G'(O) , 

J'" f{lo - A -3f{l,t dF- - ± 21Ti·l• + 0 ( Y ) 
_ '" t - i[y/aG'(O)e] l:> - 'f'0 aG'(O)E' 

where we take the upper sign when 

F'(O)/G'(O)[l - G'(0)2/F'(0)2] >0, 

(47) 

otherwise the lower sign is taken. We obtain from Eq. (41) 
upon insertion ofEqs. (42)-(44) and (47) 
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y= ± C21TS)-1/2[/aG'CO)(1- G'(0)2)/ 
F'(0)2 

X(A' =t=i1T F"(O)F'(O) - G'(O)G"(O) )]112 (48) 
F'(0)2 _ G'(0)2 ' 

where the sign of growth rate y is determined by Eq. (46). 
Obviously, the above analysis is not valid when 1 - G' (Of / 
F'(0)2 = O. 

From Eq. (46) we see that only when 

[1 - G'(0)2/F'(0)2} >0 

does there exist a growing tearing mode. When 

[1 - G'(0)2/F'(0)2] <0, 

the kinetic energy overpowers the magnetic energy in the 
internal resistive region, the flow freezes the magnetic field 
and suppresses the tearing instability. This is not necessarily 
accompanied by an ideal mode. Numerically, Einaudi and 
RubinF solved the initial value problem for the following 
equilibrium profiles: F = tanh f-l, G Go tanh bf-l. They 
found the same scaling as Eq. (48) when IG'(O)/ 
F'(O) 1-0(1). However, they also found that the tearing 
mode could be stabilized at some value I G ' (0) / F I (0) I < 1, 
instead of I G ' (0) / F' (0) I = 1. This can be explained by the 
influence of shear flow on the value of A'. 

For the hyperbolic tangent profiles, 
F" (O)F' (0) - G" (0) G' (0) = 0, and the negative value of 
A' can stabilize the tearing mode. In the first example of 
Appendix A, we evaluate A' for a piecewise linear approxi­
mation of tanh [cf. Eqs. (A 1) and (A2) ]. Assume that Go, 
the quantity that measures the magnitude of the flow, is less 
than unity. From Eqs. (A6) and (A7) and Fig. 1, we con­
clude that when the flow shear length b is Jess than the mag­
netic shear length, but 

G'(0)2/F'(0)2 = G~/b2 < 1, 

then at some value of b, A' = O. This qualitatively explains 
the stabilization seen in the numerical work on Ref. 7. 

The result of Eq. (48) is different from that of Ref. 3 in 
that the second derivatives of the magnetic field and shear 
flow are included. This is far from trivial since it removes 
the A'>O instability criterion if F'(O)F"(O) 
- G' (0) G " (0) =1= O. In Refs. 4 and 6, they arrived at a simi­

lar conclusion by neglecting G " (0), but in their growth rate 
expression, they omitted the very important factor 
1 - G'(0)2/F'(0)2. Thus their growth rate does not stabilize 
when G '(o)2/F' (0)2> 1. The authors of Ref. 7 noticed the 
discrepancy between their numerical results and the growth 
rate expression of Ref. 4. Our result explains this discrepan­
cy. 

To end this section, let us check our assumptions. From 
Eqs. (32) and (48) we obtain 

I y 1-\ r-.E(~1_-G-::-:-'(':'7:'0)~2)-A'I<1 (49) 
aF'(O)€; F'(0)2' 

The validity of our boundary layer approach requires E < 1, 
i.e., 

(as) -113 < 1, (50) 

which requires that the resistivity must be small. Equation 
(49) is similar to Eq. (28); it cannot be satisfied when IA'I is 
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(0) 

------------
-1 

(b) 

-1 

I ----------r ---------------\: -,.,-, 
FIG. 1. Influence of equilibrium shear flow on the matching quantity d'. 
(a) Sketchoffunctions,8,,(a) and,8 ~(a);,8"and ,8ocaretheparametersat 
which d'(,8o.a) = 0 and d'(,8 ~,a) = 00, respectively. (b) Sketch ofvari­
ation of d' with parameter ,8. 

very large except in the case 1 - G' (0)2 IF' (0)2 -+0. We con­
sider the case of very large I~'I in the next section. 

B. Fast growth; ly/«F'(O)EI-1 

In this limit, the anticipated time scale is comparable to 
the local Alfven time. In the case of no flow, this limit corre­
sponds to the nonconstant-", tearing mode with a growth 
rate that scales as S - 1/3.2.10 

Equation (12) implies in this limit that "'- W, assum­
ing IG'(O)IF'(O)I $0(1). 

Neglecting the terms of order O(€), Eqs. (13) and (14) 
become 

Defining 

A= Y +i G'(O) t rp= iW 
aF'(O)€ F'(O) , A ' 

Equations (51) and (52) become 

~ (A 2 arp) __ t a 2", 
at at - at 2 ' 

(53) 

A ( .1. _ r..t.) = 1 a 2", 
'I' ':1'1' aF'(O)~S at2 . 

(54) 

Integration of Eq. (53) yields 
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(55) 

where Co is a constant and we have defined a new dependent 
variableX. 

Substituting Eq. (55) into Eq. (54), we obtain 

1 [a
2
X (2 aA lat) ax] 

aF'(O)~S at 2 - I+-A- at 

t2 
=AX +A (X - Co), (56) 

In the case of very small flow 
IG'(O)IF'(O) 1.( 1, we expand X and yas 

shear, i.e., 

X= ~ X (i G'(o»)n 
n~O n F'(O) , 

(57) 
00 (. G'(o»)n 

Y= n~o Yn I F'(O) . 

The leading order of Eq. (56) is 

1 (a2Xo 2 axo) 
aF'(O)~S at 2 - I at 

= Yo X + aF'(O)€ r2(x _ C) . (58) 
aF'(O)€ 0 Yo ':1 0 0 

This equation has been solved in Ref. 10 in the case of ~' < O. 
In Appendix B we treat the case of 1~'(aS)-1/31» 1. In the 
case where ~' -+ 00, Eq. (58) has the solution 

Co=O, Xo=e-{;2/2 , 

YoIaF'(O)€ = l/aF'(O)~S = 1 . 

To first order, Eq. (56) yields 

a
2
x 1 _ ~ aXI _ (1 + r2)x 

at 2 t at ':1 1 

= axe +t(1 + YI)Xo-t2(t+ YI)XO' 
at Yo Yo 

The appropriate solution for the above equation is 

(59) 

YI=O, X1=it3e-{;212. (60) 

To the second order, Eq. (56) yields 

a
2
x 2 _ ~ aX2 _ (1 r2)x 

at 2 t at + ':1 2 

= aXI _ (t+ Yl) axe + (Yl Xl + Y2 XO+tXl) 
at Yo at Yo Yo 

+t2[ -(t+~:)Xl-~:XO+(t+~~rxo] 
= e-{;212 [ _..!...t 6 + t4 + (2._ Y2) t2 + Y2]. 

6 2 Yo Yo 
The appropriate solutions of the above equations are 

X2= (i"t 6 -ilt4--r"t 2)e-{;'12, Y2/YO=i. (61) 

Collecting the results of Eqs. (59 )-( 61) yields 

. G'(O) (. G'(0»)2 Y=Yo+I--Yl+ 1-- Y + ... 
F'(O) F'(O) 2 

= [aF'(0)]2/3S -1/3(1_2. G'(0)2 + ... ). 
8 F'(0)2 

X. L. Chen and P. J. Morrison 
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Thus we see that shear flow in this ordering tends to stabilize 
the Il.' = 00 tearing mode. 

For the case where Il.'::j= 00, but 1 (as)-I/3Il.'1 > 1, there 
is a correction of O[1!(aS)-1/3Il.') to the case of no flow 
(see Appendix B). Including a small shear flow, the growth 
rate is 

L=I_~G'(Of+O( 1 G'(O») 
ro 8 F' (0)2 (as) -1/3Il.' F' (0) . 

(63) 

For sufficiently large 11l.'1, we can say that the small shear 
flow is stabilizing. 

When G' (0)/ F' (0) - 0(1), i.e., the convection terms 
are comparable to the inertial terms in the internal region, 
the quantity A in Eq. (56) is still - O( 1 ). The scaling should 
remainunchangedexceptinthecasel- G'(0)2/F'(0)2_0. 
When 1- G'(0)2/F'(0)2_0, the scalings change to the 
constant-tit tearing mode sealings, as we discussed at the end 
oflast section. Thus the tearing mode with 1 (as) -1/3Il.'1 > 1 
is stabilized when 1- G'(0)2/F'(0)2_0-, approaching 
zero from below. It is reasonable to ascribe this result 
to the idea that the flow freezes the magnetic field and 
suppresses the tearing mode with 1 (as) -1/3Il.'1 > 1 when 
1 - G' (0)2/F'(0)2 <0. This conjecture agrees with the nu­
merical results in Ref. 7. 

Our assumption Ir/aF'(O)€I-l is always satisfied if 
1€1l.'1> 1 and 1 - G'(0)2/F'(0)2.,40. This is seen by exami­
nation of Eqs. (59), (63), and (B 15). The requirement of 
r: « 1 leads to (as) - 1 / 

3 > 1, which requires very small resis­
tivity. 

V. TRANSITION TO IDEAL INSTABILITY 

Since shear flow itself can drive Kelvin-Helmholtz in­
stability, a potentiallypqwerful instability, the results ofthe 
preceding sections could be overshadowed. However, the 
necessary condition for this to happen is that the flow veloc­
ity not be bounded by the magnetic field everywhere, in any 
reference frame. 11 For all of the tearing modes treated here 
there exist velocity profiles that are Kelvin-Helmholtz sta­
ble. 

An interesting case is where the Kelvin-Helmholtz in­
stability is near marginality, since here its growth rate can be 
comparable to that of tearing. Also, the tearing analysis in 
the external ideal region corresponds to that of marginal 
ideal instability, so here is a natural place to begin tracking 
the transition from tearing to Kelvin-Helmholtz instability. 
In Refs. 7 and 8 this transition was tracked numerically as 
the appropriate values of the flow parameters were varied. 
The profiles considered were F = tanh J-L and either 
G = Go sech(J-L/b) or G = Go sech2(J-L/b). In this section we 
track this transition analytically by expanding about the 
ideal instability at marginality. 

For tractability we approximate the hyperbolic profiles 
by piecewise linear profiles, as discussed in example 2 of 
Appendix A, although we have changed frames so that 
G(O) = O. These profiles are linear in three regions: IJ-LI < b, 
J-L > b, and J-L < - b. Consider first the ideal problem with 
b< 1 and IJ-LI < b. For convenience we define 
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H=~U2+F2W; (64) 

hence Eq. (6) can be rewritten as 

--- a - H-O d
2
H (2 (J)2/a

2
) 

dJ-L2 (J-L2 _ ())2/a2 )2 -, (65) 

where (J) = - ir. 
Marginal solutions are given by solving the equation 

d 2HN 2 "d;2-a HN =0, (66) 

in the region IJ-LI < b, and matching the solutions at J-L = ± b 
and J-L = ± 1 to the appropriately decaying solution as 
J-L.... ± 00. Equation (66) has two solutions: 

H N = sinh aJ-L, (67) 

with the matching condition a - tanh a/3 tanh a = 0; and 

H~ = cosh aJ-L, (68) 

with the matching condition 1 - a tanh a - a/3 = O. In the 
above expressions, a and/3 are defined as in Eq. (AlO). For 
the details of matching, we refer the reader to Appendix A. 
Hereafter, we denote the quantities corresponding to a neu­
tral solution by N, and fix the wave vector a. 

From Eqs. (67), (68), (A3), and (AlO), we see that 
H N corresponds to the external tearing solution for the case 
where Il.' = 00; similarly, H~ corresponds to Il.' = O. 

Now upon multiplying Eq. (65) by H Nand Eq. (66) by 
H, and subtracting, we obtain 

~ (HN dH _ H dHN ) = _ ())2/a
2 

HH 
dJ-L dJ-L dJ-L (J-L2 _ ())2/ a 2 ) 2 N . 

(69) 

Definingy = w'/w yields, with Eq. (64), 

1 dH J-L 
H

-d =Y(J-L)+ 2 2 2' (70) 
J-L J-L - ()) / a 

Shortly, we will need to use Eq. (70). 
Consider now instability that is near the neutral mode, 

Le., H-HN and ()) = /j(J). Correspondingly, we assume the 
flow parameters 

Go = GON + /jG, b = bN + /jb. 

In the discussion below we neglect terms of second order. 
Integration of Eq. (69) yields 

HHN(~ dH __ I_ dHN)lb m 

H dJ-L H N dJ-L - b ;: 

fb;;; ())2/a2 
= - HHN dJ-L , 

-b;: (J-L2 _ ())2/a2)2 
(71) 

where the limit bm is the smaller of band bN • The upper and 
lower signs are used to avoid the discontinuity at J-L = bm, as 
seen in Eq. (75). Using Eq. (70) and the symmetry of the 
problem, we obtain 

(
1 dH 1 dHN)lb m 

H dJ-L - HN dJ-L b;: ;:::2 [y(b m ) - YN(b,;;)] . 

(72) 

Since the solutionY(J-L) depends implicitly on (J), and the flow 
parameters Go and b, we have 

y«()),b,Go;J-L) - YN (O,bN,GON'Jt) 
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+ a~~) 1'"=0 oGo . 
o b=bN 

Gn = GON 

Using Eq. (6), Y(JL) satisfies the Riccati equation 

(73) 

Here (u2 + F2)y is continuous, as seen by the integration of 
Eq. (74) andY(JL) must have ajump atJL = b: 

y(b -) = {[b 2 _ (O)/a _ Go)2]1(b 2 _ 0)2/a2 )}y(b +) . 

(75) 

For IJLI < b, we can write the solution ofEq. (74) as follows: 

_ (1 _ G6N) ay(b t) ]OG } . 
b 2 aa 0 

N 0 

(79) 

For the right-hand side ofEq. (71), we evaluate the integral 
by considering the contour shown in Fig. 2(a). Assuming 
the imaginary part of 0) is less than zero, we obtain 

fbm 0)2/a2 
- HHN dJL 

-b
m 

(JL2_0)2/a2)2 

211'i0)2 d ( H~ ) I 
= - ----;;z- dJL (JL - 0)/a)2 p = - "'fa 

= {!i11'aO), for HN = H N = sinh aJL, (80) 

- !i11'a/0), for HN = H~ = cosh aJL. 

We insert Eqs. (79) and (80) into Eq. (71). For the case 
HN = H~, there is no valid solution, sinceEq. (80) diverges 
and Eq. (79) vanishes in the limit Db = DO) = oGo = O. This 
means the neutral mode corresponding to ll.' = a is an isolat­
ed mode (at fixed a). 

For the case H N = H N the mode is not isolated and we 
obtain the following: 

y(O),b,Go;JL) =y(O),b,Go;JL) - y(O),b,Go;b-) 

[b 2 - (O)/a _ Go)2] 
+ . ( b 2 _ 0)2/ a 2 ) Y (b + ) (76) DO) = 2( - (G6N/b ~ )a[ a - P""YN(b t >lob 

Assuming JL2 - G 6 ;60 for b < IJL I < 1, 

!l ,"=0 ( 
ay(b,;; ) ) I 

00) b=b
N 

Gu = GON 

is a real quantity up to first order. Let 

ay(b;; ) 
g- iJ, I ,"=0 0) b = b

N 

G,,= GON 

UsingEqs. (74) and (76), we have 

(77) 

ay(b;;) I = - G6N ala - b + ] ab ",=0 b 2 PNYN( N) , 
b=bN N 

Go = GON 

+ (1 _ G6N)aYN(JL) I 
b~ aGON p=b:' 

(78) 

wherePN is defined as in Eq. (Ala). andYN (b t) satisfies 
Eq. (All). NotethatY(JL) is independent of the parameter b 
for b<JL < 1. 

Combining Eqs. (72), (73), (77), and (78), the left­
hand side ofEq. (71) becomes 

HHN(l.. dH _ _ l_dHN) I b,~ 
H dJL HN dJL -b,;; 

2{ G6N -;:::,2HN(bN) goO) - b ~ a[ a - PNYN(b t >lob 
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- {(2GON/b~)YN(b t) 

- (1-G6N/b~>[aYN(bt)]/aGo}8Go) 

xsinh2(abN )/{Fa11' - 2 [sinh2(abN) ]}g. (81) 

For the profile analogous to that studied in Ref. 10, b is set to 
1, YN(JL) = - a, for IJLI> 1, and P= 1- G6 Then Eq. 
( 81) becomes 

(a) 1m fL 

-b". 

(b) 
1m Z 

-I 2 1/2 

a o Re Z 

FIG. 2. Integral contours. (a) The integral contour used in Sec. V. (b) The 
integral contour used in Appendix B. 
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tJ(i) = [4aGON sinh2 a/(~ia1T 2g sinh2 a) ]tJGo. 

There exists instability when tJGo > 0; meanwhile tJ/3 < O. 
Now we evaluate G ON, the flow parameter corresponding to 
the neutral mode for a = 0.45. This is done in order to com­
pare with Ref. to. Using Eq. (A15) gives 

1 - G~N /300 - (a - tanh a)/a. 

whence GON Z 1.03. In Ref. to, they observed strong ideal 
instability at Goz 1.2. This roughly agrees with our above 
analysis. 

For the profile discussed in Ref. 7, Go is fixed at unity. 
Thus Eq. (78) becomes 

tJ(i) = 
2(G ~N/b 1 )a[ a - /3 oo YN (b :; )] sinh2(abN )tJb 

!ia1T - 2g sinh2 (abN } 

We see from Eq. (A12) and Fig. l(a) that IYN(b:;)1 <a 
and 1/300 I < 1. Thus the instability appears when tJb < 0; 
meanwhiletJ/3<O, as a resultofEq. (AI3). 

In both cases, when the flow parameter is varied so that 
/3 is decreased from /3"" there exists instability. Using Fig. 
I (b), we conclude that an ideal instability appears when /1' 
becomes negative through 00. 

When a small resistivity is included in the above prob­
lem, there is no influence on the neutral mode corresponding 
to /1' = 0, while for the neutral mode corresponding to 
/1' = 00, the growth rate is increased from zero to 
[aF'(O) ]2/3S If3. When the flow parameters are perturbed 
further, the /1' value becomes negative and there exists a 
mixture of tearing and ideal instabilities. This connection of 
the tearing and ideal modes is similar to that discussed in 
Ref. 10. 

VI. SUMMARY 

In the present paper, we have systematically studied the 
tearing mode in the presence of shear flow. It is found that 
the shear flow has a significant influence on both the con­
stant-,p and the nonconstant-,p tearing modes. In the exter­
nal ideal region the magnetic field is frozen into the flow, and 
hence the shear flow can dramatically change the value of 
the matching quantity /1'. Some flow profiles can change the 
scaling from constant-,p to nonconstant-,p tearing. In the in­
ternal resistive region, the tearing mode is very sensitive to 
the flow shear at the magnetic null plane; i.e., G'(O); G '(0) 
changes the order of the convection terms. When G'{O) is 
very small the inertial terms still dominate the convection 
terms. Thus the scaling remains unchanged for both tearing 
modes, G' (0) stabilizes the nonconstant-,p tearing mode 
with sufficiently large /1', while the constant-,p tearing mode 
is destabilized. In the case where G' (0) is comparable with 
the magnetic field shear, F'(O), the convection terms over­
take the inertial terms in the constant-,p tearing mode, and 
thus its growth rate is changed from S -3/5 to S -1/2. The 
scale length of the singular layer is changed from S-215 to 
S - I f3 and the /1' > 0 instability criterion is removed provided 
G'(O)G"(O) -F'(O)F"(O)#O. For the nonconstant-,p 
tearing mode, the inertial terms are comparable to convec­
tion terms, and the scaling remains unchanged. When the 
flow shear is larger than the magnetic field shear at the mag­
netic null plane, the flow freezes the magnetic field and stabi-
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lizes the tearing mode. Additionally, we have shown the pa­
rameter regions for the validity of the constant-,p and 
nonconstant-,p tearing modes. Finally, since the shear flow 
can drive ideal instability, we discussed the transition from 
the tearing mode to the ideal mode in two examples. It is 
found that this happens when the value of the matching 
quantity /1' becomes negative through /1' = 00, which is sim­
ilar to the m = 1 tearing mode in Ref. 10. 
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APPENDIX A: .1' VALUE IN THE PRESENCE OF 
EQUILIBRIUM SHEAR FLOW 

Here we evaluate the /1' value in the presence of the 
equilibrium shear flow. We assume the equilibrium magnet­
ic field has the form 

F = Ipl, Ipi < 1; F = 1, JL> 1; F = - 1, P < - 1. 
(Al) 

This piecewise linear profile can be viewed as a rough ap­
proximation of the profile F = tanh p. 

In the first example, we assume the equilibrium shear 
flow to be 

G= (Go/b)p, IJLI<b; G=Go, p>b; 
(A2) 

G = - Go, P < - b. 

This piecewise linear profile can be viewed as an approxima­
tion of the profile G = Go tanh (p/b). 

For convenience we define 

y=w'/w 

and 

"( ) _ 1 - X I tanh x I - X IX2 
J' X I ,X2 - ----'----'-----'-=--

XI - tanh XI + X IX 2 tanh XI 
(A3) 

The reason for these definitions will become clear below. 
Consider first the case where b < 1. In the region Ipi < b, Eqs. 
(8) and (9) become 

,p=pw, 

w" + 2w'/p- a 2w = 0, 

which have the solution 

,p = A ± sinh ap + B ± cosh aJL. 

Here the A + and B + are as yet undetermined constants for 
the solution in the region 0 <W';,b, and A _ and B _ are con­
stants for the solution in the region - b<p < O. We have 
allowed for the discontinuity at JL = 0 that arises because of 
the resistive layer. Thus /1' is given by 

/1'= ,p'lo+ =a(A+ _A_). 
,p 0_ B+ B_ 

The constants A ± and B ± are determined by the boundary 
conditions at p = ± 00. To find these constants we must 
trace the solution for IJLI > 1 through the regions b <p < 1 
and - b <p < - 1. In these regions Eqs. (8) and (9) are 
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r/J = J.LW, 

w" + 2J.Lw'/(J.L2 - G~) - a 2w = O. 
(A4) 

Equation (A4) has no simple solution, but it is transformed 
into a Riccati equation by y = w'lw. We obtain 

y' = a 2 _ y2 _ 2J.LYI(J.L2 - G~), (AS) 

In the outer region, iJ.Li > 1, the solutions are trivially given 
by 

From this we obtain two conditions y( 1) = - a and 
y( - 1) = a. We can replace the two unknown quantities in 
A', i.e., A ± IB ± ' by y( ± b) ==y ± . These quantities are in 
tum determined by solving the Riccati equation (AS) sub­
ject to the boundary conditions y( 1) = - a and 
y( - 1) = a. Matching at J.L = ± b yields 

(A ± IB ± lab ± ab tanh (ab) - (A ± IB ± )tanh(ab) =+ 1 

b ± (A ± IB ± )b tanh(ab) 

which implies 

A ± ± a 2b tanh(ab) +a - aby ± 
a--=--------'-----=--

B± ±y±btanh(ab) -ab+tanh(ab) 

Using the symmetry of the Riccati equation 
(Y--+ - y, J.L --+ - J.L) and the symmetry in the boundary 
conditions [y( ± 1) = + a 1, we conclude that 
y + = - y _. Finally we obtain the following expression for 
A': 

A' = 2a/(a,{3), (A6) 

where the function/was defined above in Eq. (A3), a = ab, 
and {3 = - (lla)y(b). The complete determination of A' 
has been reduced to finding{3, which, as noted, requires solv­
ing Eq. (AS). However, the qualitative nature of the solu­
tion can be estimated. Assuming G ~ < 1 and G ~ I b 2 < 1, it 
can be shown that - 00 <y(b) < - a. This implies 

I<{3<oo. (A7) 

Moreover, as G ~/b 2 --+ 1, {3-+ 00. 

Similarly in the case where b> 1 we obtain 

A' = 2a/(a,/J), 

where 

{3= -(l/a)y(l), 

and y satisfies the Riccati equation 

dy 2 2 2J.L 
dJ.L = a - y - J.L2 _ b 21G~ y, y(b) = - a. (AS) 

Assuming G ~ < 1, we obtain from the above 
- a <y( 1) < O. This implies 

(A9) 

Note that as b 21G 6 --+ 00, {3-+ 1. 
In the second example, we assume the equilibrium shear 

flow to be 

G = 0, iJ.Li <b; G = - Go, iJ.Li > b. 

This profile is a linear approximation for either of the pro­
files 

G = Go{sech(J.Llb) - 1), G = Go{sech2(J.Llb) - 1). 

The linear profile has a discontinuity at iJ.L i = b. Since 
(F2 - G 2) w' (J.L) is continuous, as seen by integration ofEq. 
(9), w' (J.L) must have a jump at J.L = b, and therefore so does 
Y(J.L) . 

505 Phys. Fluids B. Vol. 2. No.3. March 1990 

Following the procedure used in the first example, but 
accounting for this jump, we obtain, when b < 1, 

A' = 2a/(a,/J) , 

where a =ab, 
{3 = - Ola)y(b -) = - Ola) 0 - G 6/b 2)y(b +), 

(AW) 

and y ( u) satisfies the Riccati equation for b + <,p..;; 1 : 

dy = a2 _ y2 2J.L y, y(l) = - a. (All) 
dJ.L J.L2 - G 6 

Assuming G ~ --+ 1 from above, we obtain, from Eqs. 
(All), - a <y(b +) < 0, which implies 

{3<0. (AI2) 

Using Eqs. (AW) and (All), we obtain 

a{3 = _ 2 G6 y(b +) _ 2.(1 _ G~) dy I 
ab ab 3 a b 2 dJ.L I' = b + 

= !(I- ~~)(! y(b+) - [a
2

- y (b+)21»0. 

As b--+O, {3 --+ - 00. When b> 1, 

A' = 2a/(a,{3) , 

where 

[ (2 - G 2 ) e - 2a _ G 2 e - 2ab ] 
{3= 0 0 <1. 

[ (2 - G 6 ) e - 2a + G 6 e - 2ab ] 

In all the above cases, A' has the form 

A' = 2a/(a,{3), 

(A13) 

where a = ab, ifb < 1, otherwise a = a. In the above expres­
sion, a and {3 measure the influence of the shear flow. In the 
case of no flow, a = a and{3 = 1. 

At criticality, A' = 0, which implies/(a,/Jo) = O. This 
defines a curve 

Similarly, at A' = oo,f(a,{3oo ) = 00 implies 

{300 (a) == - (a - tanh a)la. 

(AI4) 

(AIS) 

Both {30 (a) and {300 (a) are monotonic decreasing functions 
of a, which are shown in Fig. 1(a). Also the variation of A' 
with{3at fixed a is shown in Fig. 1 (b). We see that the shear 
flow can drastically change the value of A'. 
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APPENDIX B: NONCONSTANT -'" TEARING MODE WITH 
1 [aF'(0)1S-1 t3A' 1 ~ 1 

The case of the no flow tearing mode with 6.' - O( 1) and 
6.' < 0 has been analyzed in Refs. 1 and 10. Here we discuss 
the case where 16.'1> 1. 

Let 

[aF'(O)j2E4S/ro= 1, 1=rol[aF'(O)]2 t3S-t13, 
(Bl) 

and rewrite Eq. (58) as lO 

a2xo _ ~ axo = 13/2x, r2(x, _ C) (B2) 
a~2 ~ a~ 0 +:. 0 0 , 

where 

af/! . ( r )2 at/> 
Xo = ~ a~ - f/! - aF'(O)E a~ + Co· 

The solution of the above that matches the external solution 
should be asymptotic to Co. We obtain, from Eq. (B2), 

Xo --> Co - (13/2/~2)Co. 
1'1- 00 

We redefine 

(B3) 

A' = f~ 00 (1/~)(aXola~)d~ . (B4) 
ECo 

Let X = Xo - Co, ~2 = t, and rewrite Eq. (B2) as 
A A 

t a2x _ J.. ax _ J..(1 312 + t)X = J..1 3t2Co' at 2 2 at 4 4 

We find it convenient to convert this equation to a homoge­
neous equation by differentiation 12: 

A A A 

t a3x + J.. a2x _ J..(1 3/2 + t) ax _ J.. x = O. (BS) 
at 3 2 at 2 4 at 4 

A 

Assume X = K feel v(z)dz, where K is a constant and Cis 
the path to be decided later. Substituting it into Eq. (BS) we 
obtain 

L [ -z(r - !)~~ + ( - ~ r _1 ;/2 z)v]ez'dz 

+ zel(r - ! )V(Z) Ie = o. 

Let 

which yields 

v=(z_!)-(5+A"'l/4(Z+~) (5-A"'l/4 (B6) 

Now we need to choose a path so that Eq. (B3) is satisfied 
and 

zet(r -!)v(z) Ie 
= zet(z _!) - (I +A'''l/4(Z + p - (I AJIll/41e = O. 

When 13/2> 1, the path can be chosen from z = -! to 
z = O. By a substitution 

Z= - (1-y)/2(1 +y), 

we get the solution obtained in Ref. 10. For the case1 3/2 < 1, 
z = -! becomes a singular point. In order to extend our 
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solution to include 13/2 < 1, we modify our path as in Fig. 
2(b). Thus 

A i ( 1)-(5+;t-'!2)/4( 1)-(S- AJI2l/4 
X=K ~z-- z+- ~ 

e 2 2 

i ( 1 ) - (S +:t m)/4( 1 ) - (S - A 3/2)/4 
=K ezt z-- z+- dz 

~ 2 2 

+K( l+e-;'T(S Am)I2)[ e l 

-1/2+.5 

( 
1 )-(S+:t<'12)/4( 1 )-(S-A 3I2 )/4 

X z-- z+- . 
2 2 

(B7) 

Now consider the case where 11 _1 3/2
1 ~ 1. 

(1 _13/2)/4 = u, and rewrite Eq. (B7) as 
Define 

XzK e z-- z+- dz A i I ( 1 ) - 3/2 + 0'( 1 ) - 1 - 0' 

e. 2 2 

[ ( 1) -3/2+0' 
+ i21TuK e l z - -

-1/2+.5 2 

( 1)-1-0' 
X z+2' dz. (B8) 

When t--- 00 

X- - iK CO el(J..) 
5/2 K 

(21Tiu)dz = 27t21TU_. 
t 

(B9) 
)-1/2+1i 2 

Comparison with (B3) yields 

K = -13/2CoI27/21TU. (BIO) 

We choose the radius /) of Cli so that 1 >/) ~ u. Let 
z +! = &i8 in C.5; then 

e z-- z+- dz i ZI( 1 ) - 3/2 + 0'( 1 ) - 1 - 0' 

e. 2 2 

= f etc _ i + &18) - 3/2+ O'/) - O'e - iufJ dUO) 
Je. 

= 21Te- (1/2)1 + O(u). (Bll) 

For the second term ofEq. (B8), we estimate the order of 
magnitude as below: 

e t z - - z + - dz(21Tiu) If ( 1)-3/2+0'( 1)-1-0' I 
-1/2+.5 2 2 

5.21TU z+- dz-uln/)-O(u). [ ( 
1)-1-0' 

-1/2+.5 2 
(BI2) 

Substituting Eqs. (B 11 ) and (B 12) into Eq. (B8), we obtain 

X= - (13/2CoI2SI2u)[e (I/2)I+O(U)]. (Bl3) 

For definiteness, we choose 

_13/2CoI2s/2U = 1. (B14) 

Substituting Eq. (Bl3) into Eq. (B4), we obtain 

or 

6.' = (1 3/2/4uE)/ii> 1, 

rz{1- 2/ii/3[aF'(O)S]-1/36.'}[aF'(O)]2/3S-1I3. 
(BI5) 

The above analysis requires I [aF'(O)S] -1/36.'1 > 1. 
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